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Preface -

What contributions can current research in cognitive psychology make to the ¥
solution of problems in instructional design? This volume presents responses to
_this question from some of the best workers in an emerging field that I have
labeled “Cognitiotf and Instruction™: people concerned with the investigation of
_the cognitive processes involved in instructional situations. The focus of this
volume was presaged- by comments made in a previous volume on cognitive
psycliology (Forchand, 1974):

In what scems remarkably few years, infornmtinh'-processing' psychology has come to
dominate the experimental study of compleX human behavior. That rapid success

. encourages me to speculate that within a comparably short time the approach will have
as much of an impact on psychology in the ficld as it has had on psychology in the
laborafory. In particular, its potential for luminating recalcitrant problems in education
seems cvident [p. 159]. i

The chapters in this volume indicate the extent to which this potential has
“already begun to be realized. ' ,

The book is divided into four parts. The first three parts include sets of re-
search contributions followed by discussions, and the fourth part contains
three chapters that offer critiques, syntheses, and evaluations of various aspects
of the preceeding papers.

_ Theschapters in Part | represent different strategies for instructional research.

In the first chapter, Carroll, raising .some of the issues facing psycholinguistic .
theory, asks whether we yet know enough to intentionally teach language .
“skills according to’ a systematic instructional theory. He summarizes three

lines of theoretical development—naive, behavioral, and cognitive—that bear

upon the issue, and finally suggests that an information-processing view of

the cognitive processes underlying language behavior may ultimately provide the

basis for a theory of language instruction. In Chapter 2, Calfee presents a

ix
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reseireh stuategy that focuses upon the interpretation of the empirical results
obtained in both the laboratory and in instructional scttings. He points out
the potential pitfalls awaiting the instructional evaluator who has not care-
fully considered ali nossible sources of interdependency in the cogmtlve models,

+ The statistical analyses proposed by Calfee may be useful to those faced with the

task of identifying the extent and the pattern of the effects of instruction,
Resnick focuses upon the area of carly nmthenmtu.s instruction. and she

reviews and evaluates the preeursors of current prodpdures in task analysis. Her

conttibution traces the development of a strategy insinstructional research that
utilizes information-processing models of  cognition  to meet the practical
demands ot creating etfective instructional procedures. s

Atkinson provides a glimpse of the latest products of his extensive research
program. which is aimed at developing what he calls “adaptive instructional
systems.™ His research strategy is based upon’the view that “an all-inclusive
theory, of lc.munu is not a prerequisite for the development of optimal
procedures, ‘

Part 1 concludes with ‘llxulssmns by Greeg and Olson, and their comments

* turther emphasise the variety of strategic approaches to research on instruction.

Gregg argues for the importance of understanding and, representing the learner’s
strategies ininstructional situations, whereas Olson raises- the issue of the
ultimate social utility of what we decide to teach to children.

The chapters in Part 11 focus upon process aimd structure in learning, The-
emphasis s upon the precise, explicit. and detailed repiesentation ot what is
learned, how it is utitized, and how it is modified. In Chapter 7. Greeno’
demonstrates what such an extensive representation might look like. He provides
an elaborate statement of the cogmtive objectives for three different arcas:
elementary anthmetic, Tugh-school geometry, and college-level psychophysics,
Knowledge in each arca is represented by a different collection of huildilfg
blocks taken from current information-processing theories.

One of the central wsues i instructional rescarch is how new knowledge is
acquied. Hyman, i Chapter 8. deseribes @ paradig for exploring the ways in
which memorny: i u\lruuund whien new information is discrepant from pre-
existent stereotypes. Hyman uses a parachem borrowed from social psychological
studies of impression formation, and shows that it hasingplications for the more
seneral ssue of information acquisition,

In Chapter 9, Notman. Gentner, and Stevens utilize tools--some of them
already deserthed by Greeno- o detine the general notion of “schemu.™ The
anabvsis by Norman, Gentner, and Stevens is extreinely fine grained: they
develop detmted TLPILSLIH ations {or an mcereasingly rich understanding of such
hisie coneepts as “aive’ and “buy.” They arvue tlvat such representations make

-1t possible tabe quite precise about how instruction should proceed.

Shaw. and Wilson. in Chapter 10, address the issues of process and structure
from a4 more abstract: almost philosophical: position, but they also provide

3




PREFACE  Xi

concrete sx.lmplcs from Shaw's work on perception, Tle central isgues caneern
the abifity to understand an entire coneept from experience with just a subset of
its instances. Such an ability. Shaw and Wilson argue, lies at the heart of an
understanding of invariunce. , L .

The discussions hy Farnham-Diggory (Chapter FI) and by Hayes (Chapter 12)
offer stimulating eritiques of the positions presented in Part 1. Citing an
alarmingly. modern instructional program devised over half ;1_ccffl11ry ago. Farn-
ham-Diggory asks first “What's new?™ and then “Is it better?” Hayes suggests
sonme ways that one can begin to treip students divectly in epgnitive skills. He
focuses- upon a recurring theme in 17‘1110 chiupters of Part 1t “What does the.
student know about his own cognitive lprocesses?” .

An essential but neglected element in instructional research is.the role of
instructions per se, and the contribyitions to Part 111 focus upon the processes
(that underlie the comprehension of ferbal instructions. Just and Carpenter take
the sentence as their unit of analysist Using a sophisticatgd and &xplicit model of
senitenice processing. they are able to account for An impressive variety of
empirical results. Then they suggest ways in which farger units, such as those
used in reading comprehension tests. could be analyzed similarly. T%imon and
Ha\u take a larger unit of .llldl\%ls the entire instiuction set. They feport on )
the development of an informatjon-processing model aimed at explaining the ‘

|
|
|
|
|
\
|

pracesses that underly the undu‘smuhn" of instructions for complex puzzles.
Then. using the unambiguous u),lllpnll"nl\ of their model as points of reference.
they sketeh the broader implic 1/(mnx that a thun\ of understanding could have
for instrnetional research and practice. :
In the discussions in Part llll Collins (Chapter 15) and.Shaw (Chapter 16)
Shggest areas (or extension of the models of comprehension deseribed earlier.
“Collins asks abont the nature’ of the comparison process- a busic unitary process
in the Just and Carpenter model and speculates that it might itself be composed |
of even more elementary su{)pmuxxu Another issue raised by Collins is the role
played by the broadsr knowledge base in whiclt the comprehension processes for
settences or-tisk mstruetions operate.
Shaw’s comments range somewlat arther afield, lOllLllll]" on the papers in
Part 1 as well as those in Part HIL He outlines programs in two diverse areas- art «
instruction and mdln/un of aphasia- that derive trom a theory of compre-
Tension” that draws upon elements ol the models presented in many ot the
previous clapters, '
The three chapters w the tourth and final section represent responses to many
of the issues raised in previous chapters, Glaser (€hapter 17) addresses the issue
of how we van take the results of scientific research and apply theti to practical |
~problems. He ansues™for the development of a linking science- a science of |
instructional design- lll.')n wottd transform our l\nn\\ ledge of cognitive processes v
into instructional procedures while at the same time providing tests and chal- T e
o Clenges tor the existing/ theories. Cazden (Chapter 18) raises some very practical

Q . <f 7 o
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Xii  PREFACE : ~/

questions based upon-her varied experience as bath a classroom teacher and a
research psychologist. One example of the kind of issue that is central to &
theary of instruction but still inadequately handled by our current theories is
Cazden’s question: “What is the vatue of practice?” Finally, Klahr (Chapter 19)
“sketches some of the issues that would need to be resolved before one could
construct a model of a learner. l
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Part |
STRATEGIES FOR

INSTRUCTIONAL RESEARCH

It is often thought and said that what we
most need in education is wisdom and broad
understanding of the i-eues that confront us.
Not at all, I say. What we need are deeply
structured dheories in education that drasti-

«ally reduce, if not eliminate, the need fo"l",
R4

wisdom. | do not want wise men to design
or build the airplane 1 fly in, but rather

technical men who understand the theory of

acrodynamics and the structural properties

~of metal...And so 1,5 1s with educa-

tion...1 want to se¢ 3 new generation of
trained theorists and an equally competent

.band of experimentalists to surround them,

and I look for a day when they will show
that the theories | now cherish were merely
humble way stations on the road to the
theoretical paliuces they have constructed
‘[Suppes. 19741 )

u‘




_ Promoting LanQUag,é Skills:

The Role of Instruction .. -

John B. Carroll - B

Educational Testing Serviee*

Can language skills be taught? The answer to thi‘s question depends upon how we
define “language skills” and what we mean by teaching. ” There appears to be a
fundamental divergence—usually between behavioral. sc1ent1sts ‘on the one hand
and educators on the other—as to what these terms mean. .

, In the context of behavioral science, instruction is often taken to mean
definite, specifiable “behavioral” objectives, highl-controlled instructional set-
tings and matenals and definite procedures for observing and measuring learning

. outcomes. But in the minds of educators, it is generally the case that:

‘Instruction® is a word within the system (education) that has no operational defini-
tion. It refers to many different ways in which the relationships among students,
‘teachers, learning materials may be structured. .Discursive situations, at all levels of
instruction, tend to be seen as effective. They, and other types of structured situations,
are being defended dgnmst displacement by instrustion geared only te operationalized
episodes [Dickinson, 1971, p. 112] o

i

- Even McKeachie (1974), a behavioral scientist, is inclined to express his unhappl-v

ness w1th the term “‘instructional .psychology,” . “for ‘instruction’ carries a

- connotation of teacher direction or building that is Tess pleasmg than the
. emphasis on the student implied in ‘learning’ [p. 162].” ' s

Dispute over the meaning of “instruction” and “teaching” is fqund also among
educational philosophers. It is commonly agreed that teachmg is any activity
that is designed to Tesult in learning on the part of the indiyidual being taught,
but .there is'debate as to whether such an activity should be ¢alled téaching when

tHere is no intent on the part of the teacher to teach, or when it is not successful )

. 'moproducing its intended outcome (Scheffler, 1960).

R

: N
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4 JOHN B. CARROL(

- Consider the claim that the child learns his native language without being
“taught.,” simply by “exposure” to adult models. To support such a claim, one
would have. to have in mind how he distinguishes between teaching and non-
teaching. and how he means to define “exposure.” On the other hand, it is
commonly accepted that one can “teach™ vocabulary knowledge. or a foreign
“language. .
It we are to study rationally the problems of teaching language skills. we nust
~embrace such concepts“as “creativity in language™ within a scientific, deter-
ministic framework, If there is such a thing as a natively predetermined *“lan-
guage acyquisition device™ (McNeill, 1970) that accounts for the acquisition of
language skills, we must describe it scientifically. If the system of language is N
“internalized™ by language learners, the resultant internalized states must be
open to scientitic study by appropriate observation of the “behavior” (broadly
detined) that occurs under specifiable conditions. Some of these “specifiable
conditions™ will tall under the concept of “instruction.” but I assume that they
will cover not only the kinds of deliberate, formal operations that a teacher
pertorms in the classroom, but also the informal, largely nondeliberare actions of
people interacting with” each other through language and other .means. for
example. the interactions of a mother and her child, or the ipteractions of one
student with another in a “discursive” situation. Whether these actions are taken
with an “intent™ to teach or produce learning. and whether these actions are
“suecessful™ in producing learning, are questions that are not of central interest.
It does not much matter whether or not we say that the. child learns his language
“without being taught.” What matters is what external influences. that we might
be able to have under cur option or control, there are upon the child’s learning,
There are many .kinds of “language skills™: speaking. lisqtening.‘reuding‘:hund- .
writing. spelling, and wiitten composition are the nativelanguage skills that are
given most attention it the schools, but we might also want to discuss what are
often. called *“communication skills.” including nonverbil communication skills.
In all these skills, there is a developmental dimension as the individual moves
from infancy to adulthood. In a previous publication {Carroll, 1971b) I have
reviewed the literature on the developmentof these native-language skills be-
yond the early vears. In addition, we may want to consider the problems pf
'~ teaching a second or a foreign language, or of teaching a “‘standard™ form of a
Linguage when the learner’s native tongue is a “‘nonstandard”™ form of that
language., T have reviewed research on meny aspects of these matters in a number
ot publications ((‘;1rmll,"l‘)()3, 1966, 19684, 1971a). and 1 do not intend to
recapitulate these reviews here. Instead. I propose to focus -attention on the
maodels of the language learner that seem to be implicitly assumed by teachers,
writers of instructional materials, and others in education, as well as such models
as are offered by psychologists, psycholinguists, and’ linguists. We must sec in
what respects these models are inadequate or conflict with one another. We must
also attend to what role these models assume for “instruction™ defined broadly

.
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1. PROMOTING LANGUAGE SKiLLS b

as any external influences on the development of language skills, as represented
both by formal teaching actions and by more informal social interactions.

NOTIONS OF SKILL, COMPETENCE, AND PERFORMANCE

If we are to begin promoting language skills, we need a notion of what these
skills consist of. Indeed, it would be to our advantage if we had available a
complete theory of how people acquire and use language skills—both productive
and receptive skilis, and both skills with the spoken language and skills with the
written forms of language.

One prerequisite tor the development of such a theory is consideration of the
relation between a language system, as described by linguists, and the activities
and behaviors that involve its use. In recent years, this problem has been
discussed in termns of the distimtion most trenchantly formulated by-Chomsky
(1965), between * ‘competence” and “‘performance.” The distinction has been

.debated. alnmst ad nauseam (Bever, 1970; Fillenbaum, 1971; Fodor & Garrett,

1966; Hayes, 1970) and it would be a distraction to fully discuss the matter
here, hut since | have a particular viewpoint, [ need to state my position with
some semblance of justitication. [ believe that all Chomsky literally meant to
refer to was,.on the one hand, what is learned (competence), and on the other,
the behavior that manifests that learning (performance). including both receptive
and productive language behaviors. The notion of competence is entirely neutral
as to what type of grammatical model should describe competence. Chomsky
offered generative grammars as theories of competence, but linguists (and
others) are free to select other kinds of grammar to describe competence.
Further, the notion of performance is neutral as to what theory or model of
performance mechanisms one might adopt: a model of perfolmdnce mechmlsms
might be derived from behavioristic principles, from wgnmve psychology, o
from any other psychological system. Much of the discussion about u)mpetencéA
and performancg, however, has been concerned with the extent to which a
model of performance must “incorporate™ a competence model, ‘and if so,
whether the competence model (ie.. the type of grammar chosen) determines
the form of the performance model. In my opinion the determination is in the
opposite direction: the torm chosen for the performance model will tend to
dictate the Torm of the “competence magdel and therefore the form of the -
grammar. This is the case because the mechanisms or processes that a perfor-
mance model assumes are not indifferent to their wntent i.e., to the elements
upon which they operate. ° ,

There are perhaps many possible ways to write grammars for verbal ojitput,
but the type of grammar that makes psychological sense is determinred by the
kinds of mechanisms that are assumed in the performance model. There are

various alleged demonstrations (e.g.. Bever, Fodor, & Garrett. 1968) that a

a
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6 JOHN B CARROLL

transtormational grammar cannot be handled by an assocuationistic, “'stimulus-
response™ theory. This is usually interpreted to mean that a behavioristic
aceount of language hehavior is unaceeptable “so great is the faith in transforma-
tonal grammar. Suppose, however, that 2o mechanism can be found to handle
such a grammar. (In fact, T am not aware that anyone has formulated such a
mechanism,) This would present a problem of the psychological acceptability of
transfarmational grammar for any performance model.

My conclusion is that the designer of a performance mode! can afford to be
ndifterent concerning what type of grammaticat theory the linguist may want to |
choose to satisty his.or her awn eriteria. As a psycholagist, my criteria lie within
the realm of psychalogy, Thus, the kind of grammuar I choose must satisty the
basic psychological criterion that it must be plausible from the standpoint of
being capable of being handled by known or discoverable psychological pro-
cesses. T ettect, this means that a grammar for a given language system must be
icluded withun the performance model for that language; the distinction be-
tween competence and performance remains as before—competence refers to
what is learned, pertormance refers to a behavior manifesting that learning.

This point of view 15 actually not as heretical as it may scem. Labov (1971, p.
452) says: “There seems to be general agreement that a valid theory of language
must eventually he based on rules that speakers actually use.™ Bever (1970, p.
345) tells his readers that if they will “accept the possibility that ongoing speech
behavior does not utilize a linguistic grammar,” they will not be surprised “that
the mechanisms inherent to ongoing speech behavior do not manifest transfor-
mations or any operations directly based on them.”

A puoint of view that seems much closer to mine is that of Schiesinger (1971),

o who writesr - S
. ) ) .

There 34 o Place for intentipns in a grammar, but any theory of performance which
tatly to take intentions into account niust be considered tnadequiate. The model of a
human speaker must, of course, contain rules that determine the srammatical striacture
of the oatput. These rufes, however, must be assumed to operate on an inpat which' -
represents the speaker’s intentions [p. 64

I would wéntity these rules as a.grammar incorparated into a performance
gragmuar infSchlesinger’s terms, they woulll be “‘realization rules™ for convert-
ing **Iarkers™ (input or intention markers) into utterances. There is a certain
simlagity here to Bever's (1970, p. 286) notion that “falking involves actively -
mapping internal sfructures onto external sequences, and understanding others
involves mapping external sequences onto internal structures™ -that is. if we
identify internal structures with Schlesinger’s | markers. Much of Bever's paper is
concerned with trying to identify “heuristics™ or “cognitive strategies™ whereby
the Learer fmds out how “external sequences™ (i.c.. strings of speech) are to be
mapped into mternal structures. While it is"debatable whether he has identified
the heuristivs that language users actually employ, the enterprise seems to be in
the right direction. ' '
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1. PROMOTING LANGUAGE SKILLS 7

To emphasize the claim that the grammar must be incorporated in, and
determined by, the performance model, 1 have called the grammar that I have
developed for a small sybset of English sentences a “performance grammar”
(Carroll, 1974a). This performance grammar thus far centers attention on
language production; it is my beli¢f that the problem of production must be
dealt with before problems of reception and comprchension can properly be
investigated. This is because the hearer’s problem is to determine the I marker of
the speaker; it seems reasonable to suppose that to the extent that speaker and e
hearer share the same language system, the hearer would rely to a large extent on
the same ‘‘realization rules” for converting 1 markers into speech that the o
speaker does. The performance grammar is conceived of as having two compo-
nents: the intentive component, and the code component. The intentive com-
-ponent specifies the elements, variables, and structures found in I markers, and
the code component contains the “realization” rules for converting the contents
of I markers into grammatically acceptable speech. The rules in the code
component can be stated as “production-systems” in Newell’s (1973) sense, i.e.,
they can be stated in the form of one or more condition—action pairs. This type
of grammar, incidentally, is exemplified also by Hulliday’s systemic grammar
(Hudson, 1971; Muir, 1972), which Morton (1968) calls a “Category B” gram-
mar that describes how language behavior can be produced outside the rules of
grammars of a more linguistic character. Like my performance grammar, Halli-
day’s systemic grammar-emphasizes the choices open to the speaker as he speaks,

" but | would feel that the “intentive’ component of Halliday’s grammar is as yet
only:a latent structure; i.e., the conditions for the choices are not made explicit,
whereas they would have to be in a complete performance grammar.

Discussions of “Lompeteme” in linguistics have laid little'emphasis on whether
‘the competence may vary from one speaker to another, or whether competence

“can be quantified. Muscat-Tabakowska (196} has presented an interesting
discussion of these as issues they apply in foreign-language teaching; her remarks
are applicable also to the competence of native speakers. She narrows the
definition of competence to mean “the actual knowledge of the underlying
system of rules at a given time,” from which she concludes that (1) “compe-
tence .. .can be learned, and probably can also be taught; (2) computence is .
relative, for it can be bigger or smaller, both in different speakers at the same

+  time and in the same speakers ut different times; and (3) competence is

measurable, in that it is possible to infer the amount of competence from the ob-
servable data (from performance) . . . [Muscat-Tabakowska, 1969, pp. 42-43].”
~ Elsewhere (Carroll, 1968b) I have set forth a series of ‘propositions about
competence and performance in their application to problems of testifig compe-
tence in a foreign language. but they are equally applicable to similar problems
in a speakers.native language. Among these are: -

Competence in a language consists of a series of interrelated habits (acquired stimulus— -
response mechanismy) which can be described in terms of stated rules [p.47].

Aruitoxt provided by Eic:
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The actudl munifestation of linguistic competence . . . in behavior may be called
linguntic performance. and is affected by a karge number of nonlinguistic variables ip.
50].

I further asserted that:

There are individual ditferences, both in competetee and performance variables, that
may be a tunction of either constitutional or expenential variables [p. §1}.

I pointed out that individual differences in competence might be found in
different domains, such as phonology. morphology. lexicon. and grammar, and
that individual differences in performance could be observed in such matters as
speed of response, diversity of response., complexity of information processing,
and awareness of competence.

Such an analysis of linguistic competences and performances suggests that it is
(uite possible that a diversity of detailed psychological models may need to be
incorporated in a complete performance model. For example. the psycl.ological
model used to study the acquisition of a lexical item as a linguistic form may be
different from the one used to study the meaning of that linguistic form, and a
still different model may be required to account for the acquisition of the
grammatical category and distributional characteristics of the form. Further,
models for the acquisition of phonological items, or of grammuatical rules, may be
radically different from any of the models required in connection withilexical
forms. We may already be able to apply certain standard paradigms (Melton,
1964) to several of these cases: for example. acquisition of lexical meanings may
be a case of associationistic learning. or a case of concept learning: and acquisi-
tion of pll()n()l()"ll.dl competence may have elements of perceptual learning and
of psychomotor learning. Where our standard paradigms secem to fail most is in
explaining the acquisition of grammatical rules. {t is'still unclear what the source
of the difficulty may be: is it that appropriate psychological models have not
even been discovered, letalone refined. or is it that we have not discovered the
way in which grammatical rules should be formulated so as to lend themselves to
the application of psychological models? [ suspect there are difficulties on both
of these counts,

NAIVE, BEHAVIORISTIC, AND COGNITIVE THEORIES
OF LANGUAGE LEARNING ’

What happens when neople (or nther nrgamsms) acquire lunguage skills? What
models of the language leaming process seem to be assumed by their teachers. or
by people who prepare instructional materials? )
That people do learn language. even when taught by teachers (e.g., mothcrs}
uninformed about any systematic scientific principles of learning, is evident.
Whether people learn any better when they are taught according to some

A ruitoxt provided by Eic
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systematic theory of instruction is not so evident. Even if the teacher, or the
preparer of instructional materials, can be assunied to have been influenced by
some doctrine about learning and teaching, it ishard to tell, from an instance of his
or her teaching, whether he or she is actually being guided by that doctrine, unless
he or she explicitly tells us so. i

I will discuss three “‘theories™ of language learning and teaching. I assume.
first, that.a “naive™ or “common sense™ theory of learning exists, that in fact it
has existed for centuries. and that this “‘naive” theory underlies the instructional
procedures used by most people engaged in promoting language skills--whether
they be mothers teaching their children to speak or formally certified teachers of
English or foreign Linguages. I do not employ the term “naive™ in a pejorative

sense. but rather to refer to the kind of “common-sense psychology.” described:

. by Heider (1958, pp. 5~7), as summarizing tie common wisdom that people
have about their behavior and motives. Of course. a naive theory of learning may
in many respects be inaccurate. wrong, or wrongly applied. Nevertheless. it
cannot_be all wrong. since it has been part of the underlying foundation of
teaching and learning over the centuries, that is, the kind of’ teaching that has
been at least partly successtul. ¢ .

Second. | will describe liow “behavior theory” has singled out for
analysis and reinterpretatie. certain features of the naive theory. By “behavior
theory.”™ I mean one compirable to Skmm.r $ €1953,-1957) with its ecmphasis on
aperant conditioning.

Third. 1 will indicate some limitations of Skinnerian behavior theory and point
out how cognitive theory provides a refinement of naive theory (and a reinter-

~pretation of behavior theory). The discussion will then lead to the implications
of cognitive theory for instructional procedures in promoting language skills.

Assumptions of Naive Learning Theory

If we examine typical instructional materials. observe instructional episodes. or
talk with teaclers. we can infer that naive learning theory is based on eight
principal-implicit assumptions:

1. “Learing occurs best when it is “motivated.” Ideally. maximum learning
occurs when the individual “wants to learn.”” Helen Keller (1936. pp. 23-24)
recalls that after arriving at an understanding that “everything has a name”
through being shown how the word water is finger spelled. she “left the well
‘house eager to Iéam.” Most textbooks are written on the assumption’ that they
will be used by “motivated” students: some. of them attempt. however, to
stimulate motivation and interest. Naive theory further assumes that if an
individual does not want to learn, he can nevertheless be made to learn by

drawing his attention to the consequences of not learning. The critical role of.

motivation is assumed to be in every case to direct and focus the individual’s
attention on-what is to be learned.

.El{fC‘_ 13
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a

. Thus, « critical Yariable in learning is attention, i.e., a state of the learner
whereby he becomes conseipusly aware of the material to” be learned and
examines it according to whatever means are necessary. When the matter is
complex, this may require diligent study, but even in simple cases, some degree
of "attention™ is required. We have a report (MeNeill, 1970, p. 106) of a mother
trying to *‘correct™ her child’s tendency of saying “Nobody don’t like me.”
After a series of unsuccesstul attempts, she says: “Now listen carefully: say
nobody likes me.” ™ In the child’s response, “Oh! Nobody don’t likes me,” it is
evident that the child does in fact pay greater attention to the stimulus than
before, even though the response is not quite what the mother hoped for. A
series of steps recommended by Fitzgerald (1951) for learning to spell a word
include admonitions to “look at the word ... pronounce it...see the
word .. .say it...make every letter carefully.” In reporting how she learned
the finger-spelling for warer, Keller (1936) notes that “her whole attention was
fixed” on the motion of her teacher’s fingers.

A corollary of this proposition is the principle “‘one thing at a time.” It is
assumed that to maximize attention, attention should be directed at only one
thing at a time. Divided attention and distractions retard learning. Thus, if the
thing-to-be-learned is complex, its parts must be attended to separate’: . Fitz-
gerald (1951), in the prescriptions mentioned earlier, advises the student to ‘say
the letters in order” and “‘make every letter carefully.” Instructional materials
generally attempt to focus the student’s attention on particular aspects of what
is to be learned. ' v

Another corollary is that the learner controls the, learning in that he can
control his attention, and is generally aware of how much and how well he
knows he has learned af a given point (the student of course, be mxstaken about
liis state of knowledge.). ,

3. The result of learning is some (lzangc in ll(f(‘l‘)lal state. Thls can be either a

change in state of knowledge about facts. rules. opinions, etc., (“knowledge
that ..."). or a change in state of knowledge abot procedures and behaviors

‘knowlcd;ﬁe how to...” ). Knowledge can come from a nuraber of
sourees  experience, obhservations of place, events, and .others’ behavior, lectures
and explanations, or eveft from mental discovery - “using one’s head.” Informa-
tion may be stored as' memories, although some memories can be forgotten.
Memories about behaviors are stored as “habi ~.” Knowledge can even include
information about how to learn: Fitzgerald’s prescrlptl‘hns about’ learning to
spell are of this ngture. These assumptions about what is to be learned are
illustrated in a “bylletin™ suggested for use in a “better speech’campaign” for --
speakers of nonstandard dialects at the semndary school level (Golden, 1960, p.

“94). Golden assumes that in order for the nonstandard speaker to learn to avoid

O
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a 5eumd Language. Dixson (1971, p. 2) gives rules for forming the negative of fo
be: “We form the negative of ro be by placing not after the verb.™” A widely used
textbook of Spanish (Bolinger ef al, 1960, p. 57) teaches the student the
distinction between Spanish ser and estar by o lengthy discussion of the varying
uses and meanings of these forms; that is. the student is assumed to need a store
of information or knowledge about them in order to learn to use them according
to Spanish norms.

4. Practice and repetition contribute to the establishment and strengthening
of memories. Memories become clearer and firmer by repeated exposure to the
subject to be learned. This is believed to be true both for memories of experi-
ences and for memories of behaviors (i.e., habits). Retrieval of memories for
experiences eventually becomes extremely facile after repeated exposure to the
stimuli. and behavior repeatedly performed becomes extremely “automatic”
when the conditions for that behavior are appropriate. Fitzgerald’s (1951)
prescriptions for the leaming of spelling advise the student to spell a word
several times. each time checking its correctness. Golden (1960) advises stu-
dents: :

“This shifting und perfecting of lunguage pattern is not done casily or overnight. . .. As
it tukes contingous ‘practice and many other factors to shift from being merely a
chop-sticks player to being a good masician, so it takes practice und thought and desire
and then more practice to shift into using the pattern that is upiversal, and to feel so
much at home in the new pattern that we can truly ‘make musna(_ with it {p. 94].

Bloomfield’s (1942) final admonition to the foreign language learner is “PRAC-
TICE EVERYTHING UNTIL IT BECOMES SECOND NATURE [p. 16, capitali-
zation in the original].”

5. There are degrees of learning, and Lmnl perfect masterv is attamed re-

- sponses must be checked for their “correctness.” **Feedback™ has thg primary
-function of giving the learner information which he can use to compare his or
her response with what the respu"\sn should be: whether it “rewards™ or punishes
the learnét is of secandary concern. We have atready cited Fitzgerald’s advice to
the learner to check the corréetness of his efforts to spell a word each time he
tries it. : ‘

6. Rewards are administered by cweuml agencies for the act of learning (and
punishments for failures in learning); one does not reward or pynish the actual
behavior performed, but the learner himself. Rewards and punishments qré seen
as constituting information to the learner regarding the consequences of learning
or not learning; this is true whether the rewards and punishments are adminis-
tered verbally or physically. Rewards (school grades. “A.” “B.” etc.) are also .,
given to canvey information to the learner umuernmg his overall progress in
learning.

7. Learning builds on prmr knowledge and habits. Teachers and textbouk
-authors generally mean to take account of knowledge and habits already ac-

’
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quired at a given point. If' we look at random at almost any page of a lcxlbook
we can usually infer what the textbook writer assumes the student knows or has
leained up ln that point.
8. Leanjing is an active process; “leaming b) dmnu " is a watchword among
many cd/wlmnal writers. Textbook authors are aware of the need to have .
o studenty be able to make active, uncued rcsp()nbus For'example, in the Spanish
v textbyok cited earlier (Bolingere al, 1960, p. 28). it is pointed out that the
stidenits” books must be closed during the performanee of a drill on person-
numhcr substitutions. ©

The above assumptions apply npt only to language learning but in fact to most
types of school learning. and to most other types of learning as well. The special
difticulties in applying these assumptions to certain aspects of language learning

/ (¢ g.. the child’s learning of his native language. plrtlull.lr]y its grammar) are
only dimly pereeived in naive theory. but a special theory, that of “imitation.” is -
/ applied to explain language learning. Naive learning theory attaches importance
to imitation as a learning process because behavior that is apparently imitative is
o frec quently observed. Mothers try to get their children to imitate their language
,/ and are sometimes successtul: Kobashigawa (1968) reports an episode in which a
mother elicitsa form by using a question intonation: the child tends to imitate
not only the form but the intonation. and imitates a different intonation when
the mother changes hers:

Mother: That's aradio. ... A radio” (with question intonation)
Child:  [we-o] twith question intonation)
Mother: Radio. (with falling intonation)
Child:  [weso] (with talling intunulinm =

“MeNetll (1970, p. 1006) reports unpublished m‘ltcrml from Roger Brown’s re-
search 1llustmlmg children’s (usually shnrtcncd) imitations of adult sentences.

“Behavioral Learning Theory .

The behavior thieory developed by Skinner (e.g.: 1953) and his followers focuses B
on the properties of what are called opérant responses and the conditions that
are presumed to control their elicitation. learning. and extinction. The puaradigny’
of classical conditioning is played down in this theory because it is thought to
pq.rl.nn mainly to responses of the .mmnomu nervous system. responses that are

* considered net to be of primary interest in cducational settings. Discussions of
classical conditioning rarely figure in writings about the application nf behavior
theory in instruction (Skinner, 1908). :

The salient feuture of behavior thcnry is ity trmtment of the relations among
stimuli, overt responses. and remforcements. In the strict form of behavior
theory, mental events and covert responses are assumed to be of no scientific
interest. and re therefore not considered. It is assumed that changes in proba- -
bilities of enut sion of overt responses are functionally related to the occurrence.

-
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at specifiable points of time. of “reinforcements” stimuli tending to satisfy
"« drives -. and, as the case may be, also to the oceurrence of certain other stimuli
(“discriminative stimuli) that may serve as cues for the emission of the overt
responses. The overt respanses' this come under the “control” of reinforcements
and discriminative stimuli when the temporal relations and other conditions are
as prescribed by the theory. The theory is also much concerned with the
“topography” of the responses, i.e., with their differentiation, and with the
manner in which rewards and also discriminative stimuli are differentiated.
It is useful to see how the assumptions of behavior theory compare with those
of naive theory: -

1. Behavior theory agrees that the learner must be motivated, but it sees the
problem of motivation as one of identifying drives for which reinforcers can be
specified. Many applications of behavior theory involve reinforcements for basic
drives such as hunger and thirst, but according to the “Premack principle”
(1959) any activity preferred by a learner can serve as a reinforcer for any
less-preferred activity. Thus. in conducting *‘programmed instruction,” getting =
through a program might be regarded as a reinforcer for the act of going through -
a program, on the assumption that the student would rath°r not be doing a
pmgram than doing it.

2. Any consideration of “attcntion” or conscious control of learning is not
recognized in behavior theory. The principle of “one thing at a time,” however,
is utilized in behavior theory simply because of the necessity to establish precise
temporal relations between particular responses and particular rewards.

3. The only thing that behavior theory recognizes as being learned is some
overt response (or some integrated combination of responses), which occurs
under appropriate circumstances or stimulus conditions. A strict form of behav-.
for thmry makes no assumptions about “information.” “memories,” “knowl-
edge,” or cven “habits,” although if a response is “reliably” established it is
sometimes l()osely referred to as a h'lbltu‘ll Tesponse. )

4. Matters having ty do with the practue of responses and repeated exposures
't‘g stimuli are dealt with under the rubric of “'schedules of reinforcement,” i.
witl the specification of the ‘temporal relations and repetitions of stnmuh
responses, and reinforcing events. Some schedules are found more effective-in

- producing learning than others. **Forgetting”™ of responses would be interpreted
as extinction ot those responses 1esult1ng from an ineffective schedule of

~reinforcement. :

5. Feedbuck Is considered to be a form ()f reinforcement; it applies to the
lcarngr s response. not to the learner. :

6. Reward is obviousty of central lmport'mz.e like feedback, it applles to the
leamer’s response and.not to the learner. Positive remforcements are believed to
be more effective thai negative ones; insofar as feedback xegardlng incorrect
responses,is aversive, the conditions for learning should be arranged so that the
leamer makes a minimum of errors.

<
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7. In-the theory, there is no such thing as prior knowledge; there are only
behaviors and responses that have been learned previously. These previously
leamed responses are to be taken account of as “baseline” or “entry” behaviors
which may in fact be prerequisite for further learning and for building in tegrated

‘“‘response repertoires.”

8. Since only overt responses are learned, ledmmg is obv10usly ‘active.” The
prescriptions of naive theory about active learning are interpreted as referring to
the necessity of ““fading” irrelevant cues.

Despite a good deal of publicity and experimentation, it can hardly.be said
that behavior theory has ' become popular with all language teachers. However,
the advent of a strict behavior theory was perhaps the precipitating factor in
various investigators’ attempts to teach some kind of language system to lower.

animals, specifically, chimpanzees.? Nevertheless, it is not clear that behavior

theory was responsible for the successes of these investigators, such as they have
been. The Gardners state that although they recognized the theoretical weak-
nesses of the behavioristic paradigm. they “never hesitated to apply those
principles,of reward theory that were relevant,” but they cite a number of other
teaching techniques (guidance. observational learning) that were generally more
effective than straightforward instrumental conditioning procedures (Gardner &
Gdrdner, 1971). 1t is obvious that Rumbaugh and his associates and the Pre-
macks were strongly influenced by behavior theory in their work with animals,

. using standard instrumental conditioning techniques at least in the earlier phases

of their work. Nevertheless. the learning behavior of the animals had many

- features that could not have been expected or easily accounted for by behavior

theory. For example. Lana (the chimpanzee taug’ht by Rumbaugh and his,
associates) would every once in a ‘While make a mistake while she was punching a
sentence into the corfiputer; all by herself she discovered a “correction proce-
dure™ for cariceling the input of such a sentence when she “knew” she had made -
a myjstake. ‘
Behavior theory has inspired the generation of instructional theorlsts who
developed “programmed instruction” (Glaser. 1965): it has also been a source of
guidunce in the development of “behavior modification” techniques for chang-

-ing children’s Janguage behavior (Hart & Risley. 1974: Sapon. 1969). One very
- explicit use of behavior theory is that of Mear (1971) for estdblxshmg ‘receptive

repertoires’ in children le'lmmg Preneh

*Gardner and (nudner t1971) muvhl a version of Amerlmn Sign Ldnz,u-x;.c, the sign
tanguase of the deaf, to a female chimpanzee named Washoe. The Premacks ‘(Premuack,
1971: Premack & Premack, 1972) taught a chimpanzee named Sarsh to use a “language” in
which picces of plastic of different colors and shapes were used to communicate simple
ideas about eating, toods, ete. Rumbaugh, Gill, Brown, von Glasersfeld, Pisani, Warner, and

* Bell (1973) taught a chimpanzee named [ana fo use a lardguage in which sentences were -

composed of visual symbols (“lexigrams™): a ‘computer was used to control the displays of’
these lexigrams, which could be produced either by the experimenter or by Lana, by the

: punching of buttons in the proper sequence. . . ,
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Thus, behavior theory has been highly successful in many ways. By concentrat-

" ingon directly observable events, it has achieved a kind of scientific respectability

that was not achieved- by previous learning theories, certainly not by any
kind of naive theory. More importantly for our present purposes, it has served as
a filtering device for sorting out critical elements and. problems in learning
theory. But in this respect it has revealed its weaknesses. There is a lingering
appearance of circularity in a theory of reinforcement that seems to define
reinforcers in terms of drives and drives in terms of reinforcers, but there are
other matters to worry about. The major gaps in the theory are its inability to .
dzal with covert events that are undoubtedly relevant in learning and its failure
to recognize that reinforcers have their effect not on responses as such but on
the covert events that antecede and trigger overt responses. It has no satisfactory

-theory of kmowledge and information processing, nor of the parameters of

memory structures that would presumably underlie the surface “laws” of rein-
forcement schedules. From a practical viewpoint, it has only a limited theory of
the manner in which responses get emitted, so that the practitioner is often hard
put to identify or elicit responses that can serve as a basis for further learning.
The Gardners might have had tc wait for an eternity before observing responses

- that could serve as the basis for communicative “‘mands,” if they had not in the

meantime discovered that guidance or “‘molding” (Fouts, 1972) could shape
such responses.®> From the reports published thus far, there is apparently no
means of knowing how much “guidance” the Premacks had to give their
chimpanzee Sarah in order to get her to make the responses she did. .
Two fundamental questions about behavior learning theory are: (@) does
itaming truly take place on the basis of solely the variables indicated by the

- theory?, and (h) when language responses are acquired or modified by behavior

modification techniques, is this learning of the same charazter, resulting in the
same kind of competence, as occurs in normal language learning? I believe that
the answers to both these questions are in the negative. The bulk of the evidence
as to what goes on in the so-called “‘verbal conditioning” paradigm is that a
change of behavior occurs only when subjects are consciousty aware of, and
pleasantly disposed towards, the arranged contingencies (e.g., Sallows, Dawes, &
Lichtenstein, 1971). Weiss and Born (1967) doubt that “speech training” con-
.ducted according to behavior modxflcatlon theory results in true language
acquisition.

b

[ am not-aware that any reasonably adéquate cognitive theory of learning has yet
been -developed. T would entertain the hypothesis, however, that such a theory
3 A mand, auordiﬁg to Skinner's (1957) account, is a verbal response that, though initially

eccurring with no such function, has been conditioned to commumcate some desire or
motive (“demand” “command”) on the part of the learner.

Q
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would provide a much improved basis for inte rpreting l‘mguage learning phenom~
end and- for suggesting measures for promoting language skills. By “wgmtwe
.theory™ I mean a theory that would embrace cavert events such as expectancies,
plans, sety mmges memory storage and retrieval, conscious control, and com-
- plex informution processing. [ assume that contemporary cxperlment'll technol-
ogy (as represented for example by reaction time studies. computer simulations
of behavior, etc.) has means for elevating these concepts to scientific respecta-
blht) .

Let us see how a Logmtm theory might deal wnth the m‘ljor points of what I
have called a naive learning theory. and incidentally how it would reinterpret the
kinds of observations and procedures -that result from investigations based on
behavior theory. ,

. The concept of “motivation™ would be translated into terms of various
kmds of internal events. Some of these would be associated with basic drives,
that is, covert responses to changes in physiological states: others,” however,
might be labeled as wnsuous goals, plans of action to achieve those goals, and
expcumnues Lomermng ‘futitre events, often in cognitive response to particular
“situational requirements. “Motivation to learn”. would be interpreted as an
expectancy of some future state of knowledge or ability that would result from
performance of a learning task. for example, the ability to cornmunicate in-a
foreign language Certain kinds of motivational states (lm‘em‘lonv) would have a
pu.ulmr 1mp0rtanLe in lcarnmg ldngu‘lge A commuicative act mvolves the
transmission of certain aspeuts of the speaker’s intentiops to the Logmtlve
information store of the hearer. Thege is at least inferential evidence for the
involvement of “intentions” in the communicative acts of the chimpanzees who
have been studied by the Gardners and-by Ruinbaugh and his colleagues. Washoe
communicated her desires for more tickling, more banana, etc. by using the sign
for more (Gardner & Gardner. 1969, p. 669). Lam (Rumbiiugh et at., 1973)
communicated her desires (intentions) for juice. the presence of her keeper, or
even background music by various bufton- -pushings. (Apparently the Premacks’
Sarah was ncver glvm the opportunity to communicate her desires.). Mear’s
(1971) first-grade students learned to Jpprehend the intentions of their teacher

trom her French vocal responses. > : .

. In contrast to hehavior theory. but in dgrcement with naive theory. cogni-

twc theory” would acknowledge the importance . ¢ attention in lgarning. Nexsscr
(1967, pp. 292°11) writes of the usefulness of assuming an “‘executive process”

in dn information-processing theory that controls the tflow of information by
"addressing particular sensory registers or memory steres. Cognitive theory would
assume  that aftention is important at some point in the learning process. even
though f1ts rolc might diminish after processes become automatized. Cognitive
theory would agree with najve theory in asserting that “motivation” (ass de-
smbed above) cnhanw attention. Expectation of reward. for example. mxght
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~do this; problem difficulty would also do so. Rumbaugh et al. {1973) used
_expectation of reward to direct Lana’s attentien to the separate parts of. visual
messages. In ILarmng the . conditional relatlonshlp, Sarah is reported by the
. Premacks (197") to have been led to “ﬁay closer attention to the sentences,”
apparéntly because of difficulty e)\perlenced w1th,‘the_problem.

3. Cognitive theory would for thg most part agree with naive theory in
asserting that information is what is ledrned and would object to behavior
theory’s postulation that it is the responses that are lesrned. According to
tognitive theory, leamning to make -particular responses is an internal process, as
is also a decision to emit them on a pariicular occasion and under particular
conditions. Cognitive theory would provide for the automatization of response
emission by assuming that in formation transfer processes can become extremely
rapid and that cognitive sets are not necessarily always directly under thg control
.of the executive. (In fact, an important feature of cognitive' theory is i's
emphasis ofi the extreme rapidity ¢f most cognitive processes.). Cogmtlvetheory
would further agree with nalve theory in assuming that*informatjon can come

¢ ofrom a gre'lt variety of sotrces— through any sensory modality, but it would lay
“stress o how this information is LVd]llﬂted and possibly transformed by the -
central proczssor. It would also be concérned with situational contexts in which
different kinds of information are arriving simultaneously and are evaluated in
terms of each other. Learning the meanings of signs would be a special case of

" such processing. resulting (under suitable conditions) in’some kind of awareness |
that “X means Y.” In fact, the very concept: of naming would be a special
algorithm used in processing many types of information. Note that Sarah
(Premack & Premack, 1972) was able to learn a sign for this concept, in a sense,
a second-order, “‘metalinguistic” concept. (One may speculate, therefore; thate
the Gardners’ Washve acquired this concept and couldeasily have learned a sign, .
for it if the proper contingencies had been arranged.)

4. In cognitive theoryy the etfects of practice and repetltlon would be handled
through reference.to the parameters of various memory systeis and to the
u)gmtlvc states occurring during practice and repetltlon It'would be an interest-
ing exerclse to reexamine the extensive literature on the subject from this point of °
view. In this way it mlght be possible to search for explanations of the fact that
prdctu.e and repetition are not universally effective in promoting learning. It could
be hoped that cognitive theory woul(l extcmlvely refine the asszitions of naive
. learning theory. o

5. Feedback and correction. in cognitive thg()ry»fwould b" 1egarded as merely
one kind of information contributing to learmng though frequently in 1mpor-
t'mt kind of information. . . : .

. Rewards and reinforcers (lmludlng aversive stlmull and their w1thdrawal)
would merely constitute another kind. of information utilized in producing
learning, but rewards would e neither universally necessqry noy sufficient. Their
relevance is minimal, for example, in cbservational and incidental learnirg.

7
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I’rwxousl) acquired knowledge, stored in somctlung, other than short-term
memor\, would be regarded as important in learning to the extent that a
partuul.lr learning process required use of that prior knowledge. '

- “Active learning” might be important. in cognitive tlicory, to insure that
knowlcdgc or other kinds of learning are truly in long-term memory and not
dependent on irrclevant cuc§ from short-term memory.

In addition to all these points, cognitive learning theory would liiy stress on
the organism’s interpretation and further processing of the information available
to it at given points during an instructional or problem- solving episode. Particu-
lar sequences and arrangements of stimuli in.the instructional setting 'would

" evoke different mental processes, some being more conducive to learning than

others. The Premacks (1972) scemed to be keenly aware of ‘this in their
speculations regarding what instructional sequences might be most productive of
learming in Sarah. In tcauhm;, language concepts. it seemed to be most useful to
present two positive instances and two negative instances. One may hypothe51ze
that such an arrangement provided Sarah with precisely the information that was
both necessary and sufficient to define the concept. The common features in. the
positive instances werc perceived as defining the concept only when they were
seen as confragting with the common features in the negative instances. The way
in which information to be processed must be adequately presented is also
illustrated in the teaching of the if-then conditional sign. Before teaching this
sign. it-was necessary to establish a referent for it, namely a set of situations in

“which a contingency was present. The Prefacks’ teaching of the conditional sign

to Sargh is almost precisely parallel to the manner in which Bereiter (Bereiter &
Ingulmann 1966) taught the meaning of if to disadvantaged children. He did
this by setting up on the blackboard several situations demonstrating a contin-
geney: I a a square is red, it is little; if a square is green, it is big: etc. From this
it was easy to move to teaching the meaning of the word.

CAN LANGUAGE SKILLS BE PROMOTEQ;— -
ANSWERS FROM.COGNITIVE THEORY

It it has been possible to develop a “behavioral technology” based for the most
part on reinforeement theory. it may also be possible to formulate a cognitive
learning technology. with a much broader base in information- -processing theory, *
that would be more generally applicable. more efficacious. and, perhaps, more

“humane” than behavioraf technology. Such a technology would. I believe. be a
better guide to the promotion of Linguage skills. '

It has become fashionable. in recent years, to speak of language arcquisiti(m
rather than language learning, at least in reference to child language. Apparently,
this weasel word is used to dodge the question of whether language is actually
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1. PROMOTING LANGUAGE sKiLLS 19

“learned.” Indeed. it has been suggested that it is “acquired” through some sort
of “language acquisition device” (LAD) that is innately specific to the human
species (Lenneberg, 1967; McNeill. 1970). The hypotheses of language acquisi-
tion device and of species specificity are becoming mote suspect in view of the
recent findings with Washoe, Lana. and Sarah. 1 forego discussion of whether
these animals attained systems with all the essential propertiés of human lan-.
guage, partly because the data are not all in (for discussion of this point, see
Bronowski & Bellugi, 1970; MeNeill, 1974) We have little information as to the

full range of Washoe's comprehension of American Sign Language, and at this *-

writing studies with Lana and Sarah (or their friends) are still in progress, On the
basis of my analysis of instructional episodes with these animals, I suggest that it
should be possible to teach chimpanzees languages more closely related to the
human language than those thus far taught. For example. Washoe could have

* been taught a sign for the concept name-of, for Sarah learned this concept quite

readily. Sarah, in turn. could possibly have been taught a language system with a

complexity approaching that of natural language~rather -than the relatively,

“telegraphic” syntax that was taught.
If language systems can be taught to prlmdtes it would seem that they could

' certainly be taught to human children, but ordinarily one does not think of any

need to teach a child his native language since he seems to learn it by himself or
herself. Of course there are some children who for one reason or another
(deafness, autism, etc.) do not “acquire” language in the normal manner and
who pregent serious learning problems. Possibly a cognitive learning technology
could contribute towards the solution of such problems, even more than behav-
joral technology has already contributed. Even in the case of “normal” children,
there are variations in rate.of language development; we know very little about
the causes of such varations. To the extent that such variation might be
genetu.ally determined. there is little that the cognitive learning technologist can
do about them. To the extent that they might have environmental antecedents
(as they very likely do), the cognitivist might suggest procedures by which

retarded development could be remedied. The essential need at this time is to

start applying cognitive learning theory more seriously in research on child
language learning (and ! use that word advisedly), not only to explore possible
applications -but also to refine the theory itself. Similarly, cognitive learning
theory could inspire research on second-lunguage learning (Carroll. 1974b).
Severul lines of theoretical and empirical investigation may be suggested. A
further analysis of the experiments with-animals would clarify cognitive language

" learning theory because thesc experiments involve organisms that do not ordi-

narily possess anything like human language: since they cannot be said to possess
a language acquisition device like that of human beings, the special procedures
that have been used to teach animals language must exemplify arrangements that

cause learning rather than a fulfillment of maturational possibilities.
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Aruitoxt provided by Eic: 23




20 JOHN B.CARHINL

There 1s also great need and opportunity to reanalyze ; and reinterpret, from a
cognitive learning standpoint. findings from studies of child nguag,u acquisition.
The tescarch strategy should be to see how much the roke of a language
acquisition device can be delimited and how much the role nl learning can be
ampliticd. S

Take. for example. the concept of mutatmn, lllt‘%(dtlls of which has had an
interesting history in the study of child language’ ‘learning. Enshrirted as an
important concept in naive learning theory. and interpreted in terms of “echoic
operants™ in behavior theory, the concept has generally been downgraded in
‘importance by specialists in child language study. Ervin-Tripp (1964) at one
point says, © ... there is not.a shred of evidence supportmg a view that progress
toward adult norms of grammar arises merely from prdutlue in overt imitation of
adult sentences {p. 172].” Yet Ervin-Tripp and others (Slobin, 1968) have used
imitation tasks extensively to study grammatical development. The problem is
partly semantic: on the one hand, “imitation” can refer to an alleged learning
process: on the other, it can refer to an observed behavior, But the problem lies
also in a contusion about what is imitated. It seems almost certain that children
Imitate, or try to imnitate."elements such as intonation patterns or single words.
They can alsQ imitate ltonger segments, or parts of these segments, but only
within memorylimitations and the competence they have already achieved.- 1™
the u)nLept or process ol imitation is to he used in prldlmng or pmmotlng
language acquisition, it must be considered as nnly one process amaong possibly
many athers. Bloom, Hood, and Lightbown (1974) suggest: “One might explain
imitation as a form of encoding that continues the processing of information
that is necessary for the representation of linguistic suhemas {both semantic and
syntactic) in cognitive memory [p. 418].” :

A turther analysis of imitation in terms of eognitive theory might deal with the
manner in which sensory information” from the person or utterance being
imitated is tfansformed into memory templates and, conversely, how memory
templates for phonetic material are manifested in motor performance (Posner &
Keele. 1973, pp. 824-825). Temporal parameters may be important in imita-
tion, The Gardners (1971) speculated that some of Washoe’s learning resulted
from what they called delayed imitation; that is, Washoe’s imitations of signs.
sometimes did not occur until long after the original observations. A process of
delayed imitation might account for the obscrvation that children sometimes
come ot with a new word or grammatical structure “‘overnight,” long after
original exposure to models.

Britton (1970) remarks that It would seem to be nearer the truth to say that
[children] imitate people’s method of going about saving things than that they
inutate che things said [p. 42| Such an imitative process would account for
improvisations like “I'm spoonfulling it in™ or *“I'm jumper than you are.” all
based on the imitation of speech patterns that the child observes.
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1. PROMOTING LANGUAGE SKILLS 21

If we regard language production us @ process of converting intentions into

speech. it often presents features of problem solving: the child uses whatever ,
methods he may have acquired that seem reasonable in this Kind of problem -

solving. Promoting language skills might entuil teaching children useful methods
for expressing their intentions. '

SOME BRIEF BUT DIFFICULT PRESCRIPTIONS

The instructional prescriptions | have to offer will sound rather similar to those

of the behaviural technologists, but | hope the reader will appreciate the subtle
but essential differenee in theoretical outlook.

Like the behavioral technologists. I recommend careful analysis of what is to
be learned usually, analysis into rather small units, but also analysis in terms of
whatever larger structures may seem relevant. The analysis, however, is to be
made in terms of information, and only secondarily in terms of overt responses
to be made on the basis of that information. In the case of language skills, the
an: 11ysns of information to be learmned will have much to say about the stimulus
umdllmns that correspond to meanings and communicative intentions, and the
linguistic constraints whereby those meanings and communicative intentions are

manifested in overt behavior in a particular language system.

In the preparation of instructional materials and procedures, careful attention,

is to be paid to the manner in which the relevant information is presented to the
leimer. Account must be taken of what prior information can reliably be
presumed to be available to the learrfer at any given point. There must be great
concern with exactly what new information is presented from moment to
moment it the instruction, with reference to what processing of that informa-

tion is likely to be performed by the ledrner This information processmg should

be uf a nature desired by the instructor.
fn the actual-process of teaching, the learner should be prep'lred for what he is
learniiig by evoking appropsiate sets and expectancies that will direct and focus

‘his or her attention on particular units of information. Information about the

manner in which-new information fits in with the overall structure of what is to
be learned, and its relevance to more general goals of the learger, would be
incorporated in the learning situation. Instead of speaking of reinforcement, we
should speak of the role that certain types of information can serve in dlrectlng
the cognitive processes of the learner [support for this type pfprescnptlon can
be tound, for example. in recent papers by Bindra (1974) and Boneau (1974)].
The planning of instructional sequences over stretches of time requires consid-
eration of the “‘cognitive history” of new information in tegms of its probable
course through various memory systems. Although as yet we know little about

“ the properties of memory systems, an ideal cognitive history of any element of

E
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22 JOHN B. CARROLL

information to be leamed might be something like this: In a first phase,
presentations would cencentrate on obtaining increased clarity and definition of
the learner's perceptions of stimulus materials, leading to a point when the )
thing-to-be-learned receives the greatest possible attention from an “executive”
“element. In a second phase. the information is processed through short-term
memory and eventually into long-term memory, passing into a state where it no
longer needs to be dealt with by an executive in the focus of attention; 't
becomes. however, more and more reddlly accessible from long-term memory”
and thus acquires a characteristic of dutumat;ixly.

Throughout this discussion. it is assumed “that account will be taken of
individual " difterences in learners, In a recent paper (Carroll, in press) I have
suggested that individual differences. in the performance of cognitive tasks are
reflections of parameters of memory stores and of the production systems that
‘control the flow of information in 'lrl()tdl memory model.

I have discussed three types of theory that might apply to the promotion of
language skills. Obviously. I favor cognitive learning theory. I fedr. however, that
my, formulations will remain fanciful until they prove productive of improved
instructional outcormes.

“w
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Sources of Dependency
in Cognitive Processes

Robert C. Calfee.

Stanford University

For some years | have worked at untangling and measuring independent cogni-
tive skills in beginning reading (Calfee, in press). The goal of this work was
threefold: (a) to create a theoretical model (or models) to describe the process
by which the ability to read is acquired, () to use this model to develop a
system of assessment instruments, each providing independent, unique sources
of information to the classroom teacher and other individuals responsible for-
evaluation of a beginning reader, and (c) to establish the feasibility of indepen-
dent instructional modules. Given solid evidence for independent stages in the
ac,qu1smon of reading, then perhaps these can' be handled instructionally as
separate matters, contrary to the current practice of trylng to handle everything
at once.

Briefly, my previous efforts focussed on the development of “clean” tests, in
which there was some assurance that ancillary task requirements (understanding
instructions, familiarity with materials) were eliminated as differential sources of
variability between children. Multiple regression served as an analytic tool for
determining the independent contribution of various precursor tests for predict-
ing criterion performance in reading achievement {Calfee, 1972 Calfee, Chap-
man, & Venezky, 1972). &

More recently | have been thinking about the general question of what is
meant by independence of cognitive processes. and the related question of how
we might test various sources of independence. Sternberg (1969) was the first to
point out the central importance of independence to information-processing
models. His presentation was quite clear and has served as a basis for a great deal
of fruitful research on cognition. However, [ now realize that several different
intetpretations of independence have been intertwined in my thinking and, I
suspect, in the thinking of other investigators as well.

23
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24 ROBERTC.CALFEE'

In this chapter, 1 will first present a generalization of Sternberg’s additive-
factor paradigm for testing stage independence. Next, | will turn to the question
of how to evaluate individual differences in-an independent-process analysis, and
will present a unitied framework for testing different classes of hypotheses about
the independence of cognitive processes. An fllustration of these techniques will
then be discussed. Finally. some implications of this work for test design will be
pointed out.

This chapter deals with assessment of instruction, ra(her than with methods of
. instruction, and hence is most readily applicable to test design and interpretation
of test data. But assessment is intimately interwoven with the development of
substantive theories of instruction. A process-oriented assessment system should
help us unders(and how a student thinks when he is learning something, This
allows us to formulate reasonable hypotheses about the character of efficient
instructional strategies, and to evaluate the effects of variation in instructional
strategy.

B

STERNBERG'S ADDITIVE-FACTOR PARADIGM‘

It has been the tashion for the past several years among cognitive psychologists
to represent theoretical ideas in the form of flow charts or block diagrams.
Stemberg (1969) pointed out that, if this activity was' to be taken seriously, it
was necessary to demonstrate the functional independence of the processes
represented by different blocks in the system. He presented a methodology for
showing process lll(leLndt‘llLL for the case of a single addmve measure, reaction
time.

The first step in this paradigm is the analysis of the underlying cognitive

-operations required to perform a task. This provides a rudimentary information-
processing model. The next step is to identify one or more factors uniquely '
associated with each operation. Then a procedure is developed in which it seems
reasonahle to suppose that the operations are carried out as a series of stages,
one following the other. The- total time to perform the task is the sum of the
times taken by each stager
" For examiple, consider a task in which a subject is asked to read a list of words,
and to memorize them so that he can recall them after a delay interval. The list
is long, and dusing the delay interval the subject is distracted in somg way, su the
task requires more than shart-term memory. The subject oan study the list for as
long as hg wishes: the study time is the primary dependent measure.

The first step is to specify the mental operations required to'perform the task.
The model in Fig. I appears reasonable for this situation. The subject uses some
time to read each word in the list and some more time adding the word to an
organiZed semantic structure which aids later recall,
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FAMILIARITY I \C;TEGOR)ZELITY

| Vo .
M ‘ ‘

NPUT ———p] READING |~ ORGANIZING ——» outpuT

F1G. 1 Relation of factors to processes in “§l'ley" model.

The next step is to identify one or more factors 'that should have a unique
effect on a given stage. In Fig. 1, one such factor is suggested for each stage. We
then construct a factorial design around these variables; a subject is glven word |
lists containing familiar or untamlllar words which are either easy or difficult to
categorize. o

If the processes in Fig. 1 are sequentially 1ndependent and if the assignment of

factors to processes is appropnate then a rigorous test of the model is possible:
" there should be no interaction between factors associated with different stages.

This conclusion is reached as follows. Assume it takes f seconds to read a list
of familiar words, and u seconds to read 4 list of unfamiliar words, and that /' <
u. Slmlhrly the time. e, to organize an easily categoiizable list is assumed to be
less than the time. d. for a list that is difficult to categorize. Then the

independent-process hypothesis predicts that for each type of list specified by

the design factors, study time should be the sum of the component tlmes The
prediction is shown in Fig. 2 algebraically and graphically.

An observable feature of this prediction is that the data should trace out
parallel functions. The effect of the categorizability factor should be the same at
both levels of the familiarity factor. Any other result—any deviation from
parallel functions-is evidence of an interaction. which would mean that the
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< | u
©la L t
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PREDICTED ' FAMILIARITY

REACTION TIMES-

FIG. 2 Algebraic and praphical predictions based on “'study™ model with two independent
processes. )
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26 ROBERT C.CALFEE

theoretical analysis is faulty at some point. In this event, general statements
abdut the effects of either factor are impossible, since the eff’ects of one factor
vary from levd to level of the other factor.

A GENERALIZATION OF THE ADDITIVE~FACTOR PARADIGM

A representative-of a generalized process model is shown in Frg 3. Processes A,
B. and C are assumed to be cognitive operations underlying the performance of
some task. To establish the independence of these processes,' it is necessary to
associate with each process a factor set and a measure:set. A factor set consists
of one or more independent variables, variation in which is presumed to
influence the corresponding process and that process only. A measure set
cousists of one or more dependent variables, each of which reflects the operation
of the corresponding process and that process only. In other words, for a process
model to serve any useful purpose theoretically or practicilly, we ought to be
able to specify the input=output features of each process - what sorts of variables -
affect the processes, and how can its operation be measured? If every factor

" interacts with every other factor, and if we have no clear-cut way of measuring
the underlying processes, so that every measure correlates with every other
measure, we have gained little understanding no matter how elaborate our flow
charts.

How is a model like that in Fig. 3 to be tested? It requires a multifactor
experiment with multivariate measures, in which each subject is tested under a

_variety of combinations of factors from gach of the factor sets, and a variety of
~measures taken under each combination to provide-links to each component
process.?

Throughout this chapter we consider only designs with two processes, two
two-lever factors in each set, and a single measure for each process. This implies
a 2* design, in which each subject is tested 16 times, once on each of the
factorial combinations. Two measures are taken under each combination. Only
main effects and two-way interactions are discussed since these suffice to test
the model and to describe fully the operation of each process. . .. - . ISR —

o

“'The term, process, is used eéxtensively and more or less uncritically throughout this .
paper, to refer to a mental operation of some kind. Stage has been avoided because of the
~~possible’ conifusion with developmental stages. Process independence is a property of a
—particular-task for subjects of 4 grven sort. There is no effort to deal with the question of
whether “‘independent processes” mlg,ht be structural in nature, the result of learning, or .
“situation specific. Finally. process independence does not imply instructionat lndepcndenee,
although as sug,g,ested earlicr this is a possibility worth pursuing.

*The present proposal is intended only as a generalization of Sternbcrgs ideas, not a
replacement. In particular, single-measure analysis remains an important téchnique for
investigation of process independence. This includes additive measureslike reaction time,
but might be usefully extended to mulurhwtmn measurey like proportions (Calfce, 1970).

~
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FIG.3 A generalization of the independent-process model. Associated with each compe-
nent prmu% is a set of factors and a set nf measures, each assumed to be uniquely linked to
the pmu,ss °

The details of the design are spelled out in Fig. 4. The sixteen cells are labeled
according to the four factors, two in each factor set. Below the design are
contrast coefficients for the computation of the linear contrast for that source.
These will be discussed shortly. Below that the data are represented in a general
way. The indices i to / serve as usual to denote levels of the factors 4 through B'.
The m and indices denote a particular measure (a or. b corresponding cto -
process A or B, respectively) and subject,

In Fig. 5.is the general linear factorial model for the design. Each observaticn
is fully accounted for by this set of parameters. The methods of estimating the
parameters is well known. and will not be dealt with here in any detail.

There are several ways to carry out an analysis of variance for the data set in
Fig. 4. based on the model in Fig. 5. The most convenient method for present
purposes is based on linear contrasts (Dayton; 1970, pp. 37-48, 78-81, 256-
'268). It is possible to express the magnitude of each source as a one- degree-of-
freedom linear contrast on the data. For instafice, the 4 source (the main effect
of the A factor) is the difference between the A, and 4, scores; the A" source.is
the difference between 4, - and A,’, and so on. These contrasts are repre-
sented by the corresponding sets of coefficients, ¢, in Fig. 4. In a factorial
design, the two-way interaction between factors 1s the crossproduct of the two
sets of coefficients. The coefficients for the A4’ interaction. source in Fig. 4

. were generated in this fashion. ,

The contrast coefficients are used to calculate a set of orthogonal parameter

estimatés from each subject's raw data. The magnitude of source S for a given
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X:/kl mn = Hm . Mean ot measure ;)1
- C tagp tdm tlad)m ~Iftects of fuctor set A
(by.independence, negligible if i = 8)
*Bom S Lm ¥ B ktm Effects of faltor set B
(by independence, negligible if m = a)
tlogim ¥ . ot (o' )it m Joint eftects of A and B

by independence, these should always
) ) be negligible)
+Vpn Genetal etfect for subject
(@) ¥ ... ¥ lea V) Subject-treatment effects of A N
(negligible if w1 = b)
(B0t - B8 VgL m,n  Subject-treatment effects of B
B (negligible if m =a)

-

+(edD)ik,mn * - (@80, Subject-treatment etfects of A and B
. - . (should always be negligible)
ik, mn . Residual error

FIG. 5 The general linear factorial model for the design in Fig. 4.

meastre, m, and a particular subject, . is computed from the contrast coeffi-
cients for thit source and the set of observations on. the given measure for that
subject: . ‘ :

Z ik 1C Skt Xijklm,n

Z (CS uAl m)

ikt
/

CS, m,n

“For 2P designs like the one ungler discussion, the numerator of each contrast is

a simple difference score: the|denominafor normalizes the expression so that
regardless of the choice of codfficients the variance of the contrast is equal to
the pOpulatlon variance under the null hypothesis.

There is a direct Lorresponaeme between the variance estlm'xte of a source by
means of a linear contrast and the parameters from the linear model (Fig. 5), the

, latter serving often to teach analysis of variance in statistics courses. The
" variance estimate for source S over subjects, MS (S), is based on the average of

the corresponding contrasts, C, ,,, -. This average, squared and multiplied by the:

sgumber of subjects, is equal to the MS(S). If the nuil hypothesis holds for source

S, then MS/S) is an estimate of the population variance. The residual variance in

‘the contrast scores for source S provides a second estimate of the

population variance. The two variance estimates generate an F ratio to test the

plausibility of the null hypothesis.

The point to emphasize here is that the linear contrast provides a convenient
method for representing each independent parameter estimate in the general
linear factorial model in Fig. 5. The procedure. in its essentials, is to compute
each estimate in the form of a normalized difference score for each subject. The

_analysis of variance becomes, to all intents and purposes, an orthogonal collec-
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tion of * tests on difference scores. This method is algebraically equivalent to a
conventional repeated-measures analysis of variance. | am overlooking the use of
multivariate analysis of variance a§ an alternative method of analysis, as well as
questions about the Jdangers of relying on the acceptance of the null hypothesis .
as a way of supporting a substantive hypothesis. These are matters of some*
concern, but they have been (llSLllSSed elsewhere and are not central to the
problem. ) o o

I

Process Independence—On the Average

Thle major prediction of an independent-process model for data like that de-
scribed in Fig. 4 is straightforward. The factor(s) associated with a given process
can affect only the measure(s) associated with the process. No other sources of
variance should be substantial. The details are indicated to the right of Fig. S.
Variation in Factor 4 or A" or the interaction A4’ mlght be expected to
substantially (md significantly) affect measure a; these sources should not have
any noticeable-effect on measure b. A similar state of affairs holds for fictors B
and B' with regard to meaSufe h. Any interaction between the two factor sets is
evidence against the independence of the processes, no matter which measure is
affected. '

A concrete example may be useful at this point. This study (after Floyd,
1972) is designed to investigate the processes by which young children read
single words presented in isolation. ! '

The model for this task is shown in Fig. 6. Two processes are proposed:
decoding and semantic matching. Reading is conceived as an initial translation of
the printed word into an auditory form, then a searchﬂiﬁ memory for a lexical
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ERRORS &

FIG. 6 Example of a two-process model for-reading a word in isolation. (After Fioyd,
1972) .
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match: ‘For each process. a factor set and a measure set are suggested. The
stimulus words comprise factorial combinations of all the factors shown. The -
subject’s task is-to pronounce each werd, and then to give-an associate to the«”
word. If the pronunciation is incorrect. the proper pronunciation is provided by
the tester. Otherwise the measures would be dependent of nccessnty If a child
faileds to pronounce a word correctly, then subsequent Jssouatlons would
necessarily be strange. \

The predictions, assuming that decoding and semantic matching are indepen-
dent processes, are as follows: prohunciation should be affected by orthographic
factors, and word association should depend on semangic factors. The test is not
a trivial one in this instance; for example frequency is thought by many
investigators to have substantial effects on “wotd recognition,” which presum-
ably includes the ability to pronounce a word. B

To test these predictions, we compute for each source the appropriatelinear
contrast for every.individual subject. The aveiage of these contrasts provides a-
measure of -the magnitude of this source over siibjects. The residual variance
between subjects .n the contrast yields a. measure of error variance for a test of
stdthtlual sngmhcance The ratio

MS’(V()WLI (,omplexny for pronunciation)
AlS(SUbJCLtS by vowel.complexity for pronuncia‘tion)

if statistically significant. would fit the hypothesis of process mdependeme The
mtm

~ _ MS(word familiarity for pronunciation)
¢ MS(subjects by word familiarity for pronunciation)

if significant, would be evidénce against the hypothesis of process independence. -

Process independence is Lleleted here by the mygnitudp of the average cffects
due to a given source, compared to between-su ject val '1b111ty in the source.
This procedure provides a feasonably workable ppro‘tch for testing the general
independence (or dependeficy) of the componeats of an information-processing
model. If the empirical jesults fit the pattern predicted {by the assignmeny of
factors and measures to A postulated cognitive structure. we have a parsimoripus
and useful way of undeystanding-how a subject performs the task.

Process Independenceg—Individual Differences-

The preceding test Of process‘_independence involved comparison with an error
variance estimate Hased on individual differences in subjects’ performance on a
particular contragt. While it is-customary in rescarch on cognition to treat -
individual differefices as “error” (Hunt. Frost, & Lunncbogg, 1973, and Carroll,

" 1976, are excepftions: also, cf. Sternberg, 1969, pp. 307-308), this is not dan
adequate treatrient for educational research and practice.
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Several distinctive sources -of individual differences are represented in the
general linear factorial model (Fig. 5). Half-way down the list are parameters,
Um,n Which measure subject #’s general' performance level for measure m,
averaged over all factorial combidations. Below that are subject-factor param-
eters tor factor ~et A, (@');m. 0. (a'v), ., n» Ctc., next are the corresponding.
parameters for tactor set B, and finally the parameters for the interactions of
these sets. As indicated in the figure, if the independent-process hypothesis is
correct, only certain of these parameters should produce substantial variance
estimates.

For instance, suppose that for certain subjects factor A had a large effect on
measure b, contrary to the process independence hypothesis, whereas for other
subjects this effect was negligible. Then MS(subjects by A for measure b) would
be relatively targe. MS( for measure b), which represents the general effect of
the 4 tactor on measure b, might be nonsignificant when compared ‘to MS(sub-
lects by A for measure b). Acceptance of the null hypothesis might be taken as
evidence in support of general process independence--an erroneous conclusion,
at least for some subjects. :

Large variation between subjects in the parameters For a given source may
compromise the interpretation of the overall variance source. The most obvious
danger is- that an unduly large error variance estimate may obscure evidence
contrary to the independent-process hypothesis. In this regard, comparison of
variance components provides a usetul supplement to sngmﬁCance tests in the’
examination of data. s

Undet certain conditions it is possible to test the hypothesns that a subject-
factor variance estimate is lurger than expecfed. The design must permit the
estimation of a residual variance term: replication within subjects or pooling of
high-order interactions often serves this purpose. The test compares each subject-
factor source,with the residual error variance. For eximple, if

M.S(subjuts by vowel complexity for pmnumlatmn)

= MS(residual error)

Is @ signiticant source of variande, this is compatible with the independence
h» pnthms On the other hand. the finding that

.' MStsubjects by word fumiliarity for pronunciation)
Jooo CETNLAE — :
» MS(residual error)

.

is highly signiticant constitutes evidence contrary to the hypothesis. Such tests
are quite sensitive because of the large number of degrees of freedom for each
| varigancee estimate.

Subjeet-factor sources may provide the strongest ev1clem.e for or against
process independence. If MS(subjects by vowel complexity for pronunciation) is
large. then MS(vowel complexity for pronunciation) will seem relatively small,
and may be insignificant. Such a result does not mean that vowel complexity has
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no effect on the decoding process, but rather that the magnitude of that effect
varies widely from subject to subject, in ways that are not controlled by the
between-subject design. Similarly, MS(word familiarity by pronunciation) might
be insignificant when tested against MS(subjects by word familiarity for pronun-
ciation). But if the latter variance is large relative to MS(residual error), this is
evidence contrary to process independence, just as surely as a large average effect
is contrary evidence.

Modification of a Model

The preceding discussion of statistical “tests” may imply a destructive approach,
in which a model is proposed and then all efforts are directed toward question-
ing its adequacy. In fact, the factor-process measure approach is self-correcting
in the development of a model. Examination of a series of.experiments provides
positive information about the character of underlying processes, the specifica-
tion of useful correspondences between factors and processes, and the descrip-
tion of factors and measures in a precise, unconfounded manner. The ‘results of
each experiment lead to “‘perfecting” modifications in the basic model, which
can be subjected to further test. :

Parameter Indépendence

"To this point, independence has referred to the absence of interactions between

factors associated with different processes. Closer examination of the question
of individual differences reveals the existence of another type of independence, .
namely, the extent to which the parameters of the general {inear factorial model
are Lorrehted This property of a data set will be called parameter indepen-
dence.? | - .

The idea of looking at the between-subjects correlation between a pair. of
analysis-of-variance parameters is somewhat unconventional, but this appears to
bc a reasonable ques‘tionnto raise of a data set. Consider the linear contrasts
(A an and Cy' 4.y ~these are difference scores for the 4 and A' factors for
measure a4, caleulated for each subject n. Imagine that these pairs of scores are
arranged in a scattergram. The previous analyses have dealt with the marginal
distributions, asking whether the marginal means are zero, and whether the
variance around each marginal mean is comparable in magnitude to an estimate
of the population variance.

The size of the correlation between Cy 4., and CA Ja,n, 1S therefore a new
question, and statistically independent of the previous questions asked of the

*To the best of my knowledge, examination of the specifics of a variance-covariance
matrix alnng the lines suggested below has not been suggested before. Test for homogeneity
of the matrix is a crude effort at best. Multlv.m.llr. analysis of variance is mainly concemed
with .Jppmpmu. sl.lllsm.ll inferefice when the dependent variable is a veCtor.

O
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:

du(;:f\ large correlation would mean that subjects who are strongly affected by
variation in factor 4 are also strongly affected by factor A’, and contrariwise. If
the correlation is negligible. then the effects of the two factors are independent
of each other. in the sense that the knowledge that a subject is strongly affected
by variation in one factor says nothmg about his or her reaction to another
factor. '

In the preceding ex dmplc the contrasts Cq 4, and C,yr,, ,, estimute param-
eters for factors A and A" which linked to the same process. This analysis will be
referred to as a test of intraprocess parameter independence. One can look at
correldtions with interaction contrasts as well as comparing main effect con-
trasts. For instance, the correlation between Cy , and Cy 4 ,a,n asks whether
the: size of “the effects of variation due to factor A ate correlated with the
nugnitude of ditferentiul effects of 4 at the two levels of A", It should be -
stressed tlat the correlation between contrasts is not the same as the interaction
between factors. Morcover, one may examine these correlatlons regardless of the
outcome of the uanalyses of the marginal distributions.

It is also possible to examine the between-subject correlation of contrasts for:.
sources from two different processes: Cy 4, and Cgp, . for example. It is
consistent with the process-independence hypothesis that both of these sets of
contrasts could be significant sources of variance, either on the average or as
subject-factor interactions; factor A4 is linked with measure @, and factor B with
medsure b. The mygnitude of the correlation between contrasts is a separate
questmn and has 1fo bearing on process independence. If two such contrasts are
highly correlated. it means that a subject who is strongly affected by a factor in
one process is likely to be strongly affected by another factor linked to a second
process. whereas a subject showing little effect of one factor would not be much
atfected by variation in the other factor. This will be cdlled an analysis of
mterprocess independence,

General Parameter independence

There are two other types of independence to be considered in examining
individual differences. These are measured by the correlation (a) between general
parameters, each based on, the average for a given measure over factorial
conditions for an mdmdual subject; and (b) between general parameters and’
specific contrast parameters. If' you refer to the general linear factorial model *
(Fig. 5), the first correlation is between the estimates of Yy, and vy, . This is
the correlation between the average scores for different dependent variables,
which is frequently calculated by researchers. T will refer to this as independence
of general parameéters.

The correlation between geneml and specific parameters has been examined
less often. Tt consists of the comparison of terms like Vyn and Cyq 4 . Actually
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for twoslevel factors the correlation of v, and o, is equivalent to the
preceding correlation, and perhaps is a bit easier to grasp. The question raised
here is whether subjects who do better on the average over all conditions also
tend to be more strongly affected by factor variations. For'example. the student
who pronounc s words quite well on the average is strongly atfected by variation
in vowel complexity. whereas the student whose pronunciation is generally poor
does about the same whether the words contain simple or complex vowels. I will
refer to this analysis as a dest of the independence of general and specific
parameters., ‘

Sources of Dt,pe.ndency An Overview -

It should be emphasized that the leerent types of 1ndependcm.e described
above are smtl.stlwlly(scpdmtm and that the answer to one qu;stlon does not
directly determine answers to any other. That is. one can use fully inquire about
each ol the following substantive questions:

1. Process independence, average over subjects:
Are any between-process sources of variance so large. on the average. that
the hypothesis of process independetnce is untenable?
2. Process independence, subject-fuctor interactions: '
Are. any between-process subject-fuctor interactions so large that the
hypothesis of process independence is untenable?
3. Itraprocess parameter independenee:
Are eftects of within-process factors correlated?
~d. Interprocess parameter independence:
Are effects of between-process factors correlated?
S. General parameter independence:
Are total scores for different measures correlated?
6. General-specific parameter independence:
Are the specifiv effects of process factors correlated with generalized
performance as measured by total scores?

The answers to these different questions carry different implications. Ques-
tions (1) and (2) bear on the adequacy of a proposed information-processing
maodel. Questions (3) and (4) have to do with the degree to which individual
subwuts are more or-less generally labile in reaction to factor variation. Ques-
tions (5) and (6) deal with the relation of general performarice and process-
linked shifts in performance.

H process independence, (1) and (’) is supported by the data, this is evidence -
thdt assessment (and pmsxblv instruction) may proceed by investigation of each
process as a separable entity. For instance, suppose decoding and semantic
matching operated as independent processes in a series of expcriments. Then it
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might be reasonable to design assessment and mstrummml programs that
focussed specitically on decoding skills, with minimal concern about the corre-
sponding comprehension processes. and vice-versa.

If answers to Questipns (3) through (6) reveal frequent and marked depen-
dencies. this supports a “G factor’™ interpretation of individual differences in
cognitive processes tor the task. If strong correlations hold Herween measures it
different tasks, there is little' need for extensive assessment of an individual
student. Administration of a few “subtests” will indicate the student’s general
level of performance. or his reaction to factor variation, or both. From this we
can predict his performance under other conditions. On the other hand, if
dependencies are negligible, the duxlnpnu.nt of comprehensive assessment sys-
tems becomes a worthwhile endeavor.

AN EXPERIMENT ON LINE DRAWING .
Here is an illustranion of how to apply these techniiques to a data set. The study
was not designed to test an ndependent-process model, and it scems unlikely -
that the treatment factors are uniquely linked to underlying processes. But the
within-subjects portion of the design raises mterz.stmg qmstmns and the data
were readily available for the analysis.

The study was part of an investigation of impulsivity- rz.ﬂu.txvny in young
childten (Kagan. Rosman, Day, Albert. & Phillips, 1964). Some children seem to
attack a problem impulsively more quickly and with a higher error rate. Others

- tend to work reflectively  more caretully and accurately. There is some evidence
that impubsivity is correlated with poorer reading achievement. Our particular
interest was in determining the extent to which speed and accuracy measurcs
were affected by situational variables in a simple motor task.

The chitdren were shown a paper with half a dozen items like the ones in Fig.

7. and told that theit job was to draw a line from each rabbit along the “road”
to the carrot without touching the lines. Time to complete all six items on a
page was measured. as were the total number of line-touching ‘errors. The
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INSTRUCTIONAL DI EICULTY
SET b
\ . { §
RATE OF ACCURACY OF
MOVEMENT MOVEMENT
LATENCY
MEASURE DRAWING ERRORS

. /
FI1G. 8 l;ﬂ‘nrmuti(m-pmu:\‘si,ng model for line-drdwing experiment.

children, first-graders arid kindergartners, were tested twice with three months or
0 between sessions. _

The two within-subirct factors of primary interest are related in Fig. 8 to a
tentative processing model. One process determines rate of movement, and the
second process determines accuracy. Latency and errors seem natural measures
for these processes.

The Set factor describes the instructional conditions under which the child
performed the task. The first two pages were always done with no set. The

instructions emphasized neither speed nor accuracy: “Draw a line down each

road from each bunny to his carrot. Try riot to touch the sides of the road. If
you do touch the side of the road, it’s okay, keep going, but try not to touch the
lines.” On the next two pages, accuracy was stressed: “Be very, very careful not
to touch the sides of the road.” Finally on the last two pages, the child was
asked to draw as-fast as possible: “Get each bunny to his carrot as quickly as
possible. Tey not to touch the sides of the road, but if you do, it doésn’t matter,
the important thing is to complete the page as quickly as possible.” Set and
order are confounded in this design as a matter of practical necessity.

The Difficulty factor denotes whether each page had easy items (the lines

connecting rabbit and carrot were 5/8 inch apart) or difficult itgms (the lines .

were 1/4 inch apart).

For purposes of analysis, the Set factor has been 1dent1ﬁed with the timing
process, and the Difficulty factor with the movement process. This linkage is not
really satisfactory. as noted earlier. Each factor seems likely to affect both

‘processes as constituted. Nonetheless, let us see what the dndl}'SlS tells us about

the data.

Analysis.of Process Independence

Univariate analyses of variance -were carried out on the two measures for
preliminary statistical evaluation; these are presented in Table 1. In Fig. 9 time

and error scores are shown as a function of Grade. Set. and Difficulty. Grade, _

-«
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TABLE 1 ' PR
Analysis of Variance {selected sources) of Line-Drawing Experiment?
Time (sec) . Errors
Source F " MS(E) F MS(E)
Grade/Age () i5.6* - 13.2% -
Ability (4) <1 . <1 -
Gx A . S . ~1 -
N(GA) ‘ 1743. - 459
lnstructi_()nal set (1) -
R

No set versus accuracy + speed (1)) 44 .8** 247.9 21.5%* ’ 4.7

Accuracy versuswspeed (/,) . 113.2%* 449.5 47.7%* 9.6
Difficulty (D) 188.9** 416.6 76.0%* 24.9
Session () o 3.5 677.5 <1 12,6
I, xD 2074 1087 22.1%% 39
Lxn . | 64.0% 78.7 39.0%* 5.2
I, x8 1.7 479.8 <1 3.0
I, xS 3.2 326.3 <i 2.5
DxS » " 3.7 2156 ° <1 9.7
G x I, ‘ o< : 247.9 9.1** . 47
GxI, - 25 449.5 9.5% 9.6
GXD <1 416.6 13.1%* 24.9
Gxd, XD 2.7 + 108.7 8.6%* 3.9
GX1I,xD. <1 78.7 5.9% 5.2

Residual 154.0 , 2.5

adf for all tests are 1 and 36.
*£11, 36,.05) = 4.12. ¥, 36..01) = 7.40,

* the two Set contrasts and Difficulty are all significant sources of variance for
both measures. as are certain interactions among these factors. Instructions to
“be more accurate” slow the children down a little, without any noticeable
decrease in crrors. Instructions to “speed up” are obeyed by the children (and
fmppily s0). but with a marked increase in errors. Difficulty has a large effect on
both time and errors. The children take much longer to connect the rabbit and -
carrot when the lines are close together, but they also make a greater number of
errors under this condition. The interaction between the Set and Difficulty
factors can be traced to the speed instructions. The effect of the Difficulty

-ERIC 47

Aruitoxt provided by Eic:




- 2. COGNITIVE DEPENDENCY 39

80 KINDERGARTEN FIRST GRADE
.
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FIG.9 Time and crror scores as a4 function of Grade, Set, and Difficulty, averaged over
sessions, Fasy items are open circles. Hard items are filled circles. .V = 20 in each group.

factor is greater for errors and smaller far response time under speed instructions
compared to the other two-instructional conditions. The kindergartners make
more errors than first graders, especially. in the difficult’ condition and under
instructions stressing speed.

On the average, "then, the students performed the line- -drawing task fairly
efficiently without explicit instructions about how to arrange the trade off -
between speed and accuracy. They worked about as slowly as they felt they
could, and speeding up led to an increase in errors.

Certain of the subject-factor variance estimates are substantially (and signifi-
cantly) larger than the residual variance based on the highest-order interaction.
There are large individual differences in the time measure dug to variation in
accuracy vs. speed and difficulty. as well as variation from the first session to the

_ second. Variation in difficulty is the largest source of individual difference in the

error scores, followed by session and accuracy-speed.

The process model in Fig. 8 must be rejected on several grounds. Both
measures are strongly affected by both factors, and the interaction between the
two factors is significant. The large subject-factor variance in time due to
variation in difficulty is also evidence contrary to the model.

These findings suggest that either (z) the two processes are so complexly -
related that little is gained by postulating separate processes, or (b) the factors
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] TABLE 2
Correlation Matrix of Time and Error Scores, Line-Drawing Experiment?

VARIABLE 1 2 3 4 5 6 7 8 9

\h“' 95 81 -0, 54 68 75
6~ g 9% -3

86 -65 Il I33 61 -337) 46 74 80

Time ave both-
Errors ave both
Time ave |

1
2
3
Error ave 1 4 =55 89 | 66 -~ 85 r =33
CTimeavell S 82 38 | 42 24~ J s3 39 47
Erroravell 6 -52 83 | 45 .48 42 Il -31
Time INSE 7 79 69 82 -69 49 49 {\ 34 42
. - D 8 49 -s56 72 60 ~36 65 T~ 36
AccE 9 82 42 91 43 45 -29 | 71 44 ‘\\\
D 10 8 -59 94 -58 S{ -41 | 71 s4 93
SpdE 11 34 -39 §3 38 S ~29 126 34 34
D 12 s6 -62 73 63 . 43 | 52 53 50
Error INsE 13 =22 42 25 5] : ~39 43
D 14 33 59 37 77 21 45 47
AccE IS <26 32 -20 49 24 -4 -20
D 16 3 70 50 86 30 43 42 -33

SpdE 17 44 - 67 .38 62 36 52 51 37 —22
D18 -59 84 -73 89 .23 52 73 56 53

Time HH NsF 19 66 18 39 26 74 -40 69— "3
: D 20 74 21 39 89 48 50

AccE 21 o s6 =21 -21 ,
- D22 74 41 41 28 87 43 | 40 20 40
' SpdE 23 20 -23 55 =37 | 21
D 24 65 57 39 32 73 _71 { 4 23. 28
Error INs £ 25 - 35 60

D 26 -37 72 34 42 -27 86 43 -29 20

AccE 27 =30 39 -31 39 ) 28 -35 29
D 28 49 69 30 36 53 88 -43 -23
Spd 29 .32 56 -35 41 57 45

D 30 -54 80 -79 ‘47 42 95 56 439 35

9First praders above diagonal. kinderparteners below diagonal. For clarity, decimals
omitted, s above .S are in boldface, and #'s below .2 are deleted. Variable name codes are
Ave (average). T and {1 (first and second session), Ns (No set), Ace (accuracy), Spd (Speed),
E (Easy), and D (Difficulty). :

are poorly defined with reference to the two processes, (which seems prebable),
or (¢) the measures are poor indicators of the underlying processes.

Ana(ysié of Parameter independence

We turn next to an examination of intercorrelatiéns among the measures. Typi-
cally, an investigator might look at correlational data like that in Table 2, or
some portion thereof. The 2 X 2 matrix in the upper lefthand corner is a likely
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TABLE 2 (continued)

10 11 12 13 14 15 16 17 18 19 20 21 22

87 74 78 ~ . 80 84 297 64
-20 . 69 82 ~ 8 8 88 , 48 .
94 72 718 ~26 o~ =23 =20 . 64 68 41
-21 81 8 ~ 8 17 93 : 49
53 58 58 ~. : 87 90 54 87
-21 52 69 ~ 8 8 77 ‘ 42
TTIST 31 28 | 25 ~ =20 =21 26 [61 44 31 49 e
58 20 35 |-34 46 ~ 28 ~28 32 51 37 ~
.76 63 63 \ ~ st 47 25 30
R LI 4 ~ 59 62 29
34 ° gl 20~ - 69 54 24 29 .
57 88 ~ =26 |6 60 30
-20 fo 91~ 83 36 16 - 46
-36 ~27 144>~ 68 51 77 48
- -24 70 o~ ~ ~ ~ ~ ~ ~
-46 37 -48 36 63 35 e 90 724 38
-32 - ~36 61 51 38- 23 - 7 .. 63 37
-62. -52 -76 |24 47 32 72 47 o~ i 23 46
T3 | R B S L TN 76 46 70
51 ' : -3t 69 36 67
23 -29 | -20 27 |26 30\\ 47
51 _i-21 -2 -28 0 - =26 -23 |48 63 N
20 130 -23 - ~27 -20 |42 28 48 507
40 31 36, -24 =33 -38 |49 _ 47 37 170
- 223 o ' 30 ] .20 32
226 35 36 | ‘ 38 33 46 | -37 -25
24 -29 36 | 47 71 23 25 38 -8
-33 =20 21 24 21 46 31| -53 =35 38 -51
-35  -28 46 | 3 33 - 53 38 - 2
45 -26 42 |23 29 - 47 55|41 -2 42
{continued)

candidate. It gives the correlation between time and error scores averaged for
‘each student over the entire repeated-measures design structure. The correlation
is negative in both groups, negligible in the first-grade data but fairly sizable in
the kindergarten data. It appears that there is a tendency for children to trade
off specd and accuracy on this task; the faster a child draws the more likely he
"is to make an error.

The 4 X 4 matrix just down the diag()nal is another rcasonable analysis. It
shows the relation between time and errors calculated for cach student from the -
average conditions in each session. Again there is evidence of an inverse relation
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TABLE 2 (continued)

VARlABl [ 23 24 25 26 27 28 29 30
T'ime ave both I 36 S, -27 -24 ~ -20
Lrrorsave both 2 - 26 51 94 ~ 86 80 84
Time ave | 3 4 29 32 ~ -25
¢ Error ave | 4 -23 -37 87 ~ 74 74 72
limeavell 5 63 51 ~ S
Frror ave 11 [3 -27 61 93 ~ 92 81 90
Time I Ns ¥ 7 72 ’ ' -25 . ~ -29
D8 o 233 49~ 32
Accl 9 34 ~ '
b0 48 | 22 -4~
SpdE 11 4. 61 ] ~
b1 40 75 | 27 ~

~Frror t NE b 13

I
D14 i29 78~ 59 49 56
Ace b 1S ~ ~ ~ ~ ~ e~ ~ ~
~boo1e 21 46 84 ~° 75 91 58
Spd k17 25 55 8 ~ 79 93 %5
D18 -34 |25 72~ 65 59 76
Time IINs ¥ 19 748 39! ~
D20 49 42 |-21 ~ :
Acc k21 33 I 44 49~ -39 25 30
D22 46 29 1 -23 ~ =22
Spd 7 23~ " . 64 | ~ -23
. D24 59 7 . -27 ~ =20 -34
Prror UNs B 25 =26 =33 770 T87 X T8 T 57 4‘ﬂ
D 26 -26 -54 [47‘*-.‘;» ~ 8 719 .73
Acc b 27 31 J \"»-.:_‘\.\\'\; ~ ~J
D 28 -26 -57 {53 74, -~ 73 81
Spd ¥~ 29 -43 48 53 27 33 34~ 58
D 3 -32 -74 [45 79 2 79 48 -0

hetween time and error scores, Performance is rcasonably stable from one
session to the next in first graders, and moderately so in the kindergartners.

The remainder of the matrix presents the entire repeated-measures design
structure, perhaps the most defensible way of presenting the raw data. The
correlations between time and error measures are blocked in to emphasize*d
particular property of these data. The several time measures tend to be relatively
highly correlated, as do the error measures, compared to the inter- -measure
correlations. But the patterns are admittedly fuzzy. It is the sort of matrix that
might be subjeuted to factor dnalyws in order to clarify the underlying struc-
tures. . -

However, raw scores are not the measures to examine, given the theoretical
point of view elaborated previously. Each raw score is a combination of factor

i
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2. COGNITIVE DEPENDENCY 43

effects (cf. Fig. 5) which may be interrelated in more or less complex fashion.
Let us see what the relations between the parameters of this data set look like.
To determine relations among the basic parameters, we will use linear contrasts

.computed from the raw scores for several of the sources from the analysis of

variance (Table 1). The correlation matrix displayed in Table 3 shows the
relations between certain contrasts along with two average scores, the average
over all conditions (All) and the average over all No-Set conditions (No Set).
Each of the entries in this table stands for a parameter from the general linear

" factorial hypotheses for this experiment. For instance, Time All (Variable 1) is

ERI!

the average response time over all the design variations for a given subject. This is -
equivalent to an estimate of Vime n for subject n. Time 4 vs § (Varmble 4)is
the contrast in time scores between the Lecuracy and speed conditions, averaged
over difficulty and’ Sessrons This is related to .the estimate of the parameter

@178, time,n for the subject 2.

Table 3 was obtained by Lomputmg these parameter estimates for each
subject, and entering these values into a‘standard correlation program. Since a
great deal of informatipn is compressed in this table, it may be worthwhile to
describe its organization in more detail. There was reason to believe that the
kindergarten and first-grade data might show different patterns, and so separate
analyses were conducted at each grade level. Kindergarten results are below and
to the left of the main diagonal, first-grade above and to the right. Time and \‘.
error scores are analyzed separately. Along the margins are the residual standard -
deviations for each source (this is the square root of the error mean square from
the analysis of variance calwlated separately for each grade), and the F ratio for
the source (agdin based on separate analyses for each grade). The major elements *
of an analysis of variance can be reconstructed from these marginal entries, and
the relative magnitude of various sources and of error terms can be seen.

The off-diagonal entries in Table 3 are, as noted earlier, Pearson correlations
between the contrast scores. To give a concrete idea of what the relations in
Table 3 mean, two scatterplots are presented in Fig. [0. The kindergarten and
first-grade data have been combined in these plots.

The -correlation matrix in Table 3 has a reasonably simple. structure. Certain
correlations are very large (positive or negative) and the rest'tend to be relatively
small. Except for the No-Set vs. Accuracy-Speed contrast, and the interaction of
this contrast with Difficulty, the correlations within the time and error subma-
trices are high. With few exceptions, the correlations outside these submatrices
are small.

This pattern. together with an examination of the scatterplots for the larger
correlations (those in Fig. 10 are typical). shows that children who either work
fast or make lots of errors are relatively unaffected by variation in the situational
factors, Set and Difficulty. Moreover. stydents who are strongly affected by
variation in one situational factor (Set), are strongly affected by variation in the:
other situational factor (Difficulty).

P
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A particularly interesting feature of these data is that the statements above
apply independently to the two response measures. The correlation belween
time and error contrast scores is negligitile, with 1 few exceptions to be discussed
below. This result suggests that the process model in Fig. 9 might be reasonably
adequutte after all. The Set and Difficulty factors do not fulfill the requirements
tor testing an independent-process model they were not selected to link
uniquely to the proposed operations -but the model may be a useful approxima-
tion.

In any event, the purpose of this exercise is not to promote any substantive
finding. 1t does seem noteworthy that the approach leads to a- considerable
sunpliﬁcalion in the data on its maiden voyage. The data in Table 3 scarcely
require turther clarification. The basic structure is immediately apparent: time

~and error comprise two independent components, the constituent parameters of
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which are highly interrelated. It is obvious when a constituent drops out. For
instance, the No-Set vs. Accuracy-Speed contrast in time scores is a substantial
and significant source of variance. but unrelated to any other contrast. This
contrast was chosen as the orthogonal comnplement to the Accuracy vs. Speed
contrast, but it may not make psychological sense. One possibility is that the
No-Set scores might serve better as a covariate: However, as can be seen in Table
3, these scores are highly correlated with the overall average, and the pattern of
contrast relations with No-Set and All scores are practically identical. The matter
remains unresolved at this point in the analysis.

The kindergarten sample also exhibits a noticeable departure from time-error
independence. Average time is inversely correlated with average error (this was
observed in Table 2). as well as with several error contrasts. The Easy. vs.
Difficult contrast for time measures is also correlated with the error rate. In the
younger children. movement accuracy is more or less controlled depending on
instructional set and difficulty. In the older children. the two.systems are totally
independent. This statement is more precise and informative than the conclusion
from Table 2 that time and error s¢ores were inversely correlated.

Analysis of the Line-Drawing Study: An Overview

Several features of the data are brought into focus by the variance—covariance
analysis of specific linear contrasts that would be obscured in more conventional
analyses. Let us review briefly the main implications of this analysis:

1. Process independence. based on the relations predicted in Fig. 8 for average
fuctor effects, must be rejected. Factors linked to one: process affect
measures linked to other processes directly and through interaction.

. Process independence. looking at subject—source interactions, is irrelevant
given the preceding result. But subject—source interactions are large enough
in at ledst one instance to suggest that independence can also be rejected by
this test.

3. Intraprocess parameter independence is not testable in this design.

4. Interprocess parameter independence is supported by the low correlations
between time and error contrasts. This suggests that time and errors tap
separate processes which the design factors may be affecting in confounded
fashion. Speed and accuracy are influenced in varying degrees from one’
student to another by variation in situational factors. ‘

5. General parameter independence holds for the first-grade sample. but not
the kindergarten sample. ' ' :

6. General-specilic parameter independence can be reje(.tcd in almost every
instance. Average time and error scores are_highly correlated with respon-
siveness to situational factors.

rJ
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’ IMPLICATIONS FOR

EDUCATIONAL TEST PROCEDURES .
Current test construction proceeds s if e place buckets under psychological
processes and collect the output more or less directly from individual subtest
measures (usually total correct responses). Conttrol over variation in the input is
modest at best, and nonexistent in most mstances. This simple model has been
extended by such methods as factor analysis, but it seems to have some inherent
weaknesses. It does not provide a natural way for introdueing process-oriented
variables and contextual variables into the testing situation in an easy-to-measure
tashion.

Factorial test designs seem to provide a simple but informative way to build a
test around @ process model. This approach is similar in spirit to the notion of
Fwet tests discussed by Guttman (1965: Guttman & Schlesinger, 1967). Careful
analysis of a task may turn up many-factors of potential importance, but
tractional tactorial designs allow optimal arrangement of a factorial test struc-
ture S that 4 maxtmum amount of relevant informgtion is obtained for a given
number of test iterns (Kirk, 1968, Chapters ‘)‘/Jrf){ The experimental control
obtained irr such designs provides great sensitivity with a reasonable constraint
on- test length. \

Lincar contrasts have come into common use in the experimental psycho-
logeal iterature, especially in the analysis of repeated-measures dugrgns Their
use 1 test analysis as an alternative ta subtest or factor scores holds considerable
promuse. To be sure, there are unsolved problems connected with item analysis
and test reliability,

ADDENDUM

This volume has directed 1ts attention to educational matters, and to the role of
cogmitive: psychology i providing a better understanding of instructional pro-
cesses. The preceding remarks on test procedures are directed toward educators.’
But for those readers whose interests are more directly related to cognitive
psychology. I should point out again that the analysis. of contrast scores has
direct implications for tests of information-proeessing models. Since Sternberg’s
(1969) landmark paper on the use of factorial designs in evaluation of indepen-
dent cognitive process models. repeated-measures designs have played a central
role in research on cagnition. The' analysis of the variance~covarianee structure
ol a set ot contrasts described here is not covered by the standard methods of
analysis now anse. These e new technigues. They ask new questions of data,
questions which are critical to an understanding of individual differences in
thought and action.
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Task Analysis
in Instructional Design:
Some Cases from Mathematlcs

Lauren"B. Resnick

University of Pittsburgh
Learning Research and Development Center

This chapter takes as its general theme the actual and potential role of task
analysis, particularly information-processing analysis, in instructional theory and
instructional design. Some definitions are needed to make this openingstatement
sensible. The term “instruction” is used here in its most general sense to refer to
“any set of environmental conditions that are deliberately arranged to foster
increases in competence. Instruction thus includes demonstrating, telling, and
explaining, but it equally includes physical arrangements, structure of presented

material, sequences of task demands, and responses to the learner’s actions. A
.theory of instruction, therefore, must concern itself with the relationship be-
tween any moditications in the learning environment and resultant changes in

competerice. When the competence with which we are concerned is intellectual,

“development of a theory of instruction requires a means of"describing states of
intellectual competence, and ultimately of relatmg changes in these states to
manipulations of the learning environment.

In developing a theaty of instruction for intellectual or hog,mtlve domuins, task
analysis plays a central role. [ mean by task analysis the study of complex
performances so as to reveal the psychological processes involved. These analyses
translate “subject-matter” descriptions into psychological descriptions of behav-
for, FhLy provide psychologically rich descriptions of intellectual competence
and are thus a critical step in bringing the construets of psychology to bear on
instructional design.

Psychological analysis of complex tasks is not a totally new idea. Task analyses
are performed. althongh not nsually under that name. in virtually all psychologi-
cal investigations of cognitive activity. Whenever performances are analyzed into

- components “for experimental. interpretive. or theoretical purposes—task anal-
ysis ‘of some kind is involved. Although the study of complex cognitive tasks has
never dominated empirical psychdlogy. there have been significant occasions on

51
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s
which psychologists have turned their attention to such tasks. Not all have been
instructional inintent, but several important attempts bear examination because
_ they have sabstantially influenced mstructional theory or practice. or becuause,
- considered with ‘imstructional questions i mind. they offer insight into lhu
possible nature of a (hcnr\ ol instruction based on cognitive psychology.

Because task analysis is pervasive in psychological research, it is important to
consider what Kinds of analyses are particularly useful in instructional design.
Several eniteria can be used to evaluate the potential contribution to instruction
of different approaches to the psychological analysis of tasks. Four such criteria
seemn particularly important:

Instructional relevance Are the tasks analyzed ones we want to teach? That
is, are the tasks studied because of their instructional or general social relevance,
rather than because they are easy to study. have a history of past research that
nuthes results easy to tnterpret. or are especially suited to elucidating a point of
theory” The criterion of mstructional relevance implies that most tasks analyzed
will be complex relative to many of the laboratory tasks that experimental
‘psyehologists turd naetul when pursuing noninstructional questions.

Psychological formulation  Does the analysis yield descriptions of the task in
terms ol processes or basic units recognized by the psychological research.
comnmunity? Task analysis 15 a means of bringing complex tasks, which have
generally resisted good experimental analysis. into contact with the concepts,
anethods, and theories of psychology. Thus. while the starting point for instruc-
tlonal task analysis s prescribed by social decisions -what is important to
teach the outcomes of such analysis, the terms used in breaking apart complex
‘performances. must be determined by the state of theory and knowledge in
psy chology. . ]

[t is not always casy to fulfill both the instructional relevance and the
psychological tarmulation criteria at once; instructional relevance is defined in
different terms than those which psychological researchers use in building their
theortes. Nevertheless, ii is important to try to analyze instructional tasks in
terms that make contact with the current body of knowledge and constructs in
psychology so that instructional practice can profit from scientisic findings as
they exist and as they develop.

Instructability  Because our concern here is with task analysis as an aid to
instraction. an obvious queston is whether the results of a pa- ticular analysis are
weable i mstructional practice. In other words, does th task analysis reveal
elements ol the tusk that lend themselves to instruction, i.e , that are “instruct-
able?™ It is the tunction of tash analysis to examine L‘()lI]plL < performances and
display 1 thein a substructure that is teachable  either thre ugh direct instruc-
tion m the components, or by practice tasks that call upon the same or related

pr()LL\\L\
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Recognition of stages of competence Does the tash analysis recognize a
distinction between carly forms of competence and later ones? Analyses for
mnstructional purposes cannot just describe the expert’s performance (although
such description will almost always bé a part of such analyses). They must also
describe performance characteristics of novices and attempt to discover or point
to key ditferences between novices and experts, suggesting thereby ways of arrang-
ing experiences that will help novices become experts. Instructional task analysis,
in other words; should elucidate the relations between activity during learning and
competence that resudts from learning, Tt should suggest ways .of organizing
knowledge to assist in acquisition, recognizing that this organization may differ
from organizations that are most eflicient for expert use of that knowledge.

ln summary. tour criteria ¢an be applied in assessing the contributions of
psychological task arialyses to instruction: (1) instructional relevance; (2) psy-
chological tormulaton: (3) instructability: and (4) recognition of stages of

ccampetence. Lo the course of this chapter. I shall examine several prominent

approaches to the psychological apalysis of complex tasks and consider their
contributions to instrirction in light of these criteria, | begin with some impor-
tant past eflorts to desceribe intellectual competence in psychological terms, and
then turn to current mformation-processing approaches to task analysis. In order
to make the domain ol the chapter manageable. discussion s limited to analysis
of mathematics tasks. The wark discussed, however, is not intended to be
exhaustive of task analysis efforts in mathematics. Rather, it is intended to
highlight certain cases that have considerably influenced psychology -or instruc-
tion. or both, and that form landmarks in whatever might today be written of a
liistory andd current status report on this branch of instructional psychology.

A SELECTIVE HISTORY OF TASK ANALYSIS

1 will discuss first the work of three predecessors of modern information
processing tash analysis, m each case ising work on mathematics as the substan-
tive example. These are. {¢) work in the associationist/behaviorist  tradition
(Thorndike. Gagné): (h) work ot the Gestalt school (especially Max Wertheimer);
and (¢) the Plagetian rask anatyses. Both substantively and methodologically, the
approaches of these groups to task analysis reflect differences in thejr theoretical
positions. ditferences which i tumn affect the Kinds of contributions that each
can make to instruction.

The Associdtionist!Behavionist Tradition

Thorndike's analyses in terms of § R honds Tn the carly part of this century.
experimental and educational psychology were closely allied. Many of the major

“psychologists of the period up to dhout 1930 were actively engaged in both,
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laboratory research and applied research. some of it relevant to instructional
practice. One of the foremost of these was Edward L. Thomndike. His work on
The Psychology of Arithmetic, published in 1922, represents his attempt to
translate the associationist theory of “laws of effect.” which he himsell was
active in developing, into a set of prescriptions for teaching arithmetic, In the
preface to the book, Thomdike states (1922) that there is now a “new point of
view conceming the general process of learning. We now understand that
learning is essentially the formation of connections or bonds between situations
and tesponses, that the satistyingness of the result is the force that forms them,
and that habit rules in the realm of thought as truly and as fully as in the realm
of action [p. v].” Based on this then widely agreed upon theory of psychological
functioning, Thomdike proposed a pedagogy that has extensively influenced
educational practice for many years.

Thomdike proposed the analysis of arithmetic tasks in terms of specific
connections, or bonds. between sets of stimuli and responses. and the organiza-
tton of instruction to maximize learning of both the individual bonds and the
relations among them. His book began with a discussion of the general demains
of arithmetic for which bonds must be formed -for example. the meanings of
numbers, the nature of decimal notation, the ability to add, subtract, multiply,
and divide, the ability to apply various concepts and operations in solving
problems. Thorndike then spent some fifty pages discussing the types of bonds
that give precise meaning to this broad definition of the domain of arithmetic.
His analysis did not approach the level of individual stimulus-response pairs but
remained on the more general level of connections between situations and sets of
responses. Citing numernus examples, he argued that certain kinds of bonds
taught in many of the standard textbooks of the day were misleading and thould
not be taught, while other helptul bonds were neglected in pedagogical practice.
For example. verifying results of-compulations, learning addition and substrac-
tion facts for fractions. and solving problems in equation form (even before
algebra was added to the curriculum) were considered “desirable” bonds, where-
as senseless drill in finding the lowest conunon denominator of fractions (when
we of w common denominator would lead to solution of problems) and the
pusing of problems unrelated to real-lite situations led to the formation of
“wastetul and harmful™ bonds that made arithmetic confusing and unpleasant.
Discussion of appropriate and inappropriate forms of measurement of the bonds
or clements of arithmetic knowledge were also included. Thus, the total eflect of
the book was to suggest” the translation of a standard school subject into
terms  collections of bonds  that sugg,csled applications of known laws of learn-
ing to the problems of.instruction. _

The laws of kearning, and thus of pedagogy. were for Thomdike those dealing
with such dnll and practice as would strengthen the bonds. Questions-such as
amount of practice, under- and overlearning, and distribution of practice were
considered. These are easily recognized as topics that have continued to occupy
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psychologists ~although rarely directly in the context of school instruction -and
that heavily though indirectly influence instructional practice. What is important
about Thorndik2’s work. however, is that he developed a concern not only with

the laws of leamning in general, but also with the laws of learning as applied to a

particular discipline. arithmetic. He left the laboratory to engage in applied
research, but brought with him the theory, and to a large extent the methodoi-
ogy, of the experimental laboratory. He thus began a tradition of experimental
work in instruction by psychologists. This tradition was interrupted for many
years but is now being revived, as the chapters in this volume bear witness.

Gagné’s hierarchies of learning sets While Thomdike recognized the need for
a theory of sequencing in his presentation of bonds identified as constituting the
subject matter of arithmetic, he had no systematic theory of sequencing to
propose. In the decades following Thomdike’s work, mathematics educators and
educational psychologists (e.g., Brownell & Stretch, 1931; Hydle & Clapp, 1927)
studied, with varying degrees of care and precision, the relative -difficulty of
different kinds of mathematical problems. They thus empirically, if not theoret-
ically, extended Thorndike's work in instructional analysis. The suggestion
underlying this later work was that arranging tasks according to their order of
difficulty would optimize leamning. especially of the more difficult tasks. Skin-
ner’s {1953) prescription for the use of “‘successive dpprox1mat10ns in instruc-
tion represented a refinement of this basic idea. However, neither Skinner nor
his immediate interpreters proposed.a systematic strategy for generating the
order of successive approximations—i.e., the sequence of tasks in instruction. It
was not until the 1960s, and Gagné’s work on hierarchies of learning (Gagné,
1962, 1968), that any organized theory of sequencing for instructional purposes
appeared within the behaviorist tradition.

Learning hierarchies are nested sets of tasks in which positive transfer from
simpler to more complex tasks is expected. The “simpler” tasks in a hierarchy
are not just casier to learn than the more complex; they are included in—
components of -the more complex ongs. Acquisition of a complex capability,

" then, is a matter of cumulation of capabilities through successive levels of

complexity. Transfer occurs because/ of the inclusion of simpler tasks in the

" more complex. Thus, learning hierafchies embody a special version of a “com-

mon elements” theory of transfer.

Hierarchy analysis has come info rather w1despredd use among instructjonal
designers, particularly in the fi¢lds of mathematics dnd science (see White,
1973). For the most part, the analyses have been of the kind Gagné originally
described. Thus. hierarchies for instruction are typically generated by answering,

for any particular task under consideration, the question: “What kind of cupa-_
bility would an individual have to possess to be able to perform this task

successfully, were we to give him or her only instructions?”” One -or more
subordinate tasks are specified in response to this quesllon and the questlon is
applied in turn to the subordinate tasks themselves.

™
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“TASK 1 TASK 2 . .

Stating, using specific numbers,
the sertes of steps necessary to
formulate a definition of addition Adding integers <

of integers, using whatever
properties are needed, assuming
those not previously established:

N b . b

‘Ia & . Ib —]

Supplying the steps and Stating and using the
dentifying the properties definition of the sum s
assumed 1n asserting the of two integers, if at
truth of staternents involy least one addend is a
ing the addition of integers negative integer .

Ha . b

Identifying and using the
properties that must be

Supplying other names h h
ppiying ’ assumed in asserting the

far positive mntegers in R

statements of equatity truth of 5““"’“9’,“5 of . ’
equality 1n addition of s
integers
h Y N

1la ' b

Stating and using the
defimitian of addition
of aninteger ang its
additive inverge

Stating and using the
definition of addition of
two posttive integers

- A

[AVIS} Ivh Ve 1Vd

Using the whaie
number { as the
additive wlentity

wtpplying other
pumerals for whole
numbers, using the
Ass0cidtive property

Supplying other
numerals for whole
numbers, using the
commutative property

Identifying numerals
for whole numbers,
employing the closur
property

A

A

Vo

Performing addition
anegd substraction of
whole numbers

Vb

Using parentheses to
group names for the
same whole number

FIG. 1 A leaming hierarchy pertaining to the addition of integers. {From “Factors in
acquinng knowledge of ¢ mathematical task™ by R. M. Gagné, 1, R, Mayor, H. L. Garstens,
& N. F. Paradise. Psychological Monographs, 1962, 76 (Whole No. 526, Copyright 1962 by
the American Psychological Assovigtion. Reprinted by permission.)
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Figure 1 shows an example of one of Gugné’s hierarchies. The tasks described
in the top-level box are the targets for instruction. Lower levels show successive
layers of subordinate capabilities, that is, simpl)ér tasks whose mastery would
facilitate leaming the more complex ones. Instruction would begin with the *
lowest-level capabilities not already mastered and proceed upward. The tasks at
the tow end of the hierarchy can be analyzed further. depending on assumptions
about the learner’s knowledge. It is assumed that the more elementary capabil-
ities ure leamed through more elementary types of learning. In other words,
implicit in a complete learning hicrarchy for a task such as the one shown inFig.

1 is another hierarchy of “types of learning.” progressing from simple S—-R
. learning. through chaining and discrimination, to higher-level concept and rule
fearning. as shown in Fig. 2. A'more complex task such as problem solving would

Protlem Sobving Ty e i

I

TRpTes gy IR gUTSI e

Ploglee (T pn 70 iy
ot e g el ot
Comrepts { Type o
| ' ‘

Stk reegy e g Prererieate,

P rimnatione, C e B
By vengip re g, prersgsyche .
o
. 1 Vv
I TR . b
e g o T g 1
n vy . 1
e Menpunse oty o e

FIG. 2 Game's hierarchy of types of learing. (From R. M. Gagné, The Conditions of
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involve more concept and rule learning and would lead to the discovery of
progressively higher-order generalizable rules.
Gagne’s hierarchy analyses appear to flirt with information-processing concep-

_tions of psychology. byt not to come to grips with them. There “is a kind of

implicit process analysis involved in the meéthod of hierarchy generation. Presum-
ably, in order to answer the question that generates subordinate tasks, one must
have in mind some idea of what Kinds of operations: mental or otherwise-

individual engages-in when he or she performs the comnplex task. [However, this
model of performance is left entirely implicit in Gagné’s work.

Gestalt Psychology and the Analysis of Mathematical Tasks

Gestalt psychology was an immigrant in America. In its first generation it spoke
a language so unlike the rest of American psychology that it was barely listened
to. Now. in a period when we speak easily of cognition and mental operations,
the gestalt formulations take on more interest for us. Gestalt theory Wwas
fundamentally concerned with perception and particularly the apprehension of
“structure.™ With respect to the complex processes involved in thinking, the
concept of structure led to a coner.n with “understanding™ or “insight,” often
accompanied by a visual representation of some kind. Witli respect to problem
solving, the central concem was with the dynamics of “productive thinking.”
Several gestalt psychologists, particularly Wertheimer €1959) and his students
(Katona, 1940: Luchins & Luchins, 1970). attempted to apply the basic princi-
ples of gestalt interpretation to problems of instruction and, in particular, to the

“teaching of mathematics. It:is reasonable to imagine that mathematics, especially

geometry. was of particular interest.fo gestalt theorists because of its hlgh degree
of internal structure and its susceptibility to visual representation. ‘

Wertheimer contrasted his theory of productive thinking both with traditional
logic and with associationist descriptions of problem solving. Neither of these. he
claimed. gives a complete picture of how new knowledge is produced by the
individual. With respect to teaching, he was concerned that prevalent methods of
teaching, with emphasis on practice and recall, produced “senseless combina-
tions™ rather than productive pmblem solving based on the structure of the

problem,

Wertheimer's (I‘H‘)) book, Productive Thinking. (mg,mdlly published in 1945,
discusses work on several mathematics problems - for example, finding the arca
of @ parallelogram. proving the equality of angles. Gauss’s formula for the sum of
aseries. symmetry of oscillations, arithmetic calculations, and the sum of angles
of a figure. Analysis of these tasks, for Wertheimer, consisted of displaying the
problem structure on which algorithms are based. rather than analyzing actual
performance. Thus, for example. the problem of finding the area of a parallelo-
‘gram was seen as a problem of “gap fitting” too much on one side. too little on
the -other (see Fig. 3). Once the g gap is filled and a rectangle-formed. 3 general
pnnuplc for tmdmg area can be applied. It is recognition of the nature of the
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FI1G. 3 Wertheimer's area of a parallelogram problem.

problem the possibility of transforming the parallelogram into a rectangle—that
constitutes tor Wertheimer “understanding™ or “insight.”” Solutions thiat follow
from this understanding are for him true solutions. elegant ones. Those that
““blindly™ apply an alyirithm even if the algorithm should work, are *ugly”
(Greeno, Chapter 7 of this volume, discusses another example from Wertheimer).
Th()llgl] Wertheimer talked little about general schemes for- instruction. his
notions unply the necessity of analyzing tasks into components, perceptual and
structural, such that their nature in relation to the whole problem is clear. Only
when the true structures of problems are understood can principles derived from
them be properly generalized. Whenever possible, it should be left to the student
to discover both the problem and its -solution. Instruction. if it should be
necessary. should proceed in a way consistent with the internal structure of the
problem, and in the proper sequence. 5o that a truc understanding is gained by
¢ the child. leading to solution. Just hew the understanding of components and
their part-whole relationships is to be taught is not made clear." Wertheimer
suggested that exercises could be introduced which focus students’ attention on’
certain aspects of the problem structure, which should increase the likelihood of
‘ aGhicving insight. He ulso spoke of certain operations involved in thinking
~ processes. grouping. reorganizing. structurization  from which one might devise
ways of teaching. ’ »

Piagetian Analyses

In discussing Piagetian task analysis we must consider two qmte distinct bodles
of literature: (1) Piaget’s own wotk (and that of others in Geneva); and (2)
‘attempts largely by American and British psychologists--to isolate the specific
concepts and processes underlying performance on Piagetian tasks. I will discuss
these in succession, .

Genevan work Much of Piaget’s own work (on nuniber, geometry, space, etc.)
is heavily mathematical in orientation. It seeks to characterize cognitive develop-
ment 1 terms of a succession of logival structures commanded by individuals
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over time. The “‘clinical method” used by Piaget in his research yields great
quantities of raw process data—protocols of children’s responses to various tasks
and questions. The protocols are interpreted in terms of the child’s “having” or
“not having™ structures”of different kinds. Explanation of a task performance
for Piaget consists of descriptions of the logical structures that underly it, and of
the structures that ontologieally preceded and therefore in a sense “gave birth
to” the current ones. . - -

Piaget’s tasks are chosen to exemplify logical structures that are assuned to be
universal. Many of them tum out to involve mathematics, but by and large not
the mathematics that is taught in school. One result has bech considerable
debate over whether the Piagetian tasks should Become the basis of the school
curriculum, whether they are teachable at all, and whether they sef limits on
what other mathematical content can be taught (for differing points of view on
this matter, see Furth, 1970; Kamii, 1972; Kohlberg, 1968; Rohwer, 1971).

“Although until recently Piaget’s work has not been motivated by instructional
concerns, others have tried to interpret lus work for instruction. This has often
resulted in at least partially competing interpre tations. '

Piaget’s most important contribution to task analysis is probably his pointing
out. in compelling fashion, that there are important differences between children
and adults in the way they approach certain tasks; the knowledge they bring to
‘them, and the processes they have available. However, his analysis in terms of

logic leaves questionable the extent to which his descriptions elucidate the
“psychologics™ of behavior on these tasks, that is, what people actually do. Tt is
certainly the“case that for psychologists accustomed to the explicit detail of
information-processing analyses, the leap from observation to references con-
cerning logical structure is often difficult to follow in Piaget’s work.

Experimental analyses of Piaget's tasks. Much of the English-language research
literature on Piaget has focused on locating specific concepts or component
processes underlying the ability to perform well on particular tasks. Conserva-
tion tasks have been mostly heavily studied, classification tasks probably next -
mogt heavily. There has been relatively little study of tasks characteristic of the
stage*of formal rather than concrete operational thinking (see Glaser & Resnick,
1972). -

Two basic Strategies can be distinguished in this research. One is tp vary the
task in small ways to allow inferences about the kinds of cognitive progesses
being used. An example of this first'strategs is a series of studies by Smedslund
(1964, 1967a. b), in which he presented double classification tasks with attri- -
butes covered or uncovered, labeled or visually presented.”From performance on
these variations, he concluded that processing was probably done ata symbolic
rather than a perceptual level, that memory was involved, and that some kind of
analytic mechanism might be involved in comniitting perceptions or symbols to.
memory. ‘
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[l wecond esearch stratepy 1 to mstruct children inoa concept or process
fivpothesired 1o usderdy pertormance on some Piagetian task, and then test to

we whoether they thereby acquure the ability to pertorm the task, Examples of

resein bod the ccond kind are Gelman™ (1969) study on training conservation
by teachig e cammation ot lengthe density. and number: and Bearison’s

(19e) study mdaciny conservation by trammg in equal-unit measufement of

gued quantiny OF the two approaches, the second is more directly interestinig in
the prosent contest. becitse the strategy ot instniction demands an analysis in
ternns of untractable components.

Avvegusiment of thee Approaches with Reference to Instruction

How oo these past approaches to task analysis mateh the criteria outlined for

iwatrer tonal relevance™ To what extent does each address itself” to tasks of

unsteen tonal intersst? Fo what extent do the terms of analysis provide a link to
the aran body or pavcologeal theory and knowledge? Are instructable units
wentitied! Dootb - nabves distingish usetnlly between performance of learners
and b experts”?

Instroe tional relevanee, With respect to the chaice ol tasks, only Thorndike
and Gugne slow a0 clear imstractional onentation. Their tasks are drawn from
schond curpenlas and where tormal validation studies of their analyses oceur,
they .are to u Lirge extent hased an the effectiveness of actual instruction in the
uts rdentitied ey, Gaprre, Mayor, Garstens, & Paradise, 1962). Wertheimer
and the others of the Gestalt school analyze a few tasks drawn from mathe-
matie~. but make vo attempt to analyze w4 whole range of subject matter.
Further. despite some discussion of productive thinking as a generalized phe-
notenon of educational concern. there is no analysis of it as such in Wert-
hermer™> work. It seems hkely that Wertheimer chose tasks from mathematics
that woukd best Tend titemselves to analysis in terms of perceptual “Gestalten™
rather than selecting those of particular importance to instruction. On the
crtteron of tvpes of tasks analy zed, Plaget’s work is even less directly relevant to
maenction . Thers i, m Lt senons question whether the conerete operations
fasks fre stdied ought tobe the objects of instruction, since they are psychological
“urrdeaton” ot peperal coomitive status rather than socially important tasks, and

withont tormgl wChonline e the coutse ol development (Glaser & Resnick, 1972).
It s hel howeser, that tormal aperations need to he tanght explicitly, sinee it is

By oneo mieans clear that tormal operational ¢hinking is” universally acequtired .

{(Nernark, PITE),

Psychological formulation. Valoapproach adidresses well the analysis of com-
plex tushs w teprms of the tundamental psychological constructs relevant to their
own time. and theones. Thus, Thorndike's analyses describe arithmetic in
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terms of the busic psychological unit ot thenscurrent theory. the associationist
bond. and thus suggest specific pedagogical practices drawn from known princi-
ples of leaning. Gagné's analvses interpret instructional tasks in the terms of
behaviordd learmng psvehology: tnster., generalization. and so torth. His con-
cern for the feammg ot “higher processes™ sach as rules and principies suggests
some shunng of concern with cognitive psychology: however, basictopnitive
processes. sich as memory aigd perception. are alluded to only as gencral abilities
assmmed not to be mstructable orfugther analyzable. Wertheimer’s analyses of
mathematical tshs explicity indicatd how gestalt field theory would interpret
problem solving and learnmg in these donuns, Fmally, Piaget’s analyses,
ke Wertheimer's, attempt to show that performance on complex tasks can be
mterpreted in terms of underlymg structuyes. For Praget and Wertheimer, expli-
cation ot the structures constitutes BSy’c\llologicxll explanation of the perfor-
mance. Botle are concerned with characterizing the broad outlines of cognitive
structures rather than with detailing the processes involved in building or
utthzing these struvtures. Only in the experimental analyses of Piagetian tasks do
we begin Lo tind attempts tonterpret performance more explicitly. that is, in
Morahon-processuns tef s,

Instructatulity. Wit respect 1o the eriterion of instructability, Thorndike
and Gagne are ditectly on target. Their ann m task analysis is to facilitate
instruction, and the bonds or subordinate capabilities identified are quite clearly
described as instractable components. Werthemer is more difficull to assess with
wspect to this entenon. His analyses are specilic to particular tasks. They do
display the basie structure of cach task and therefore suggest quite directly ways
of teachmg that are likely- to produce maximum understanding. transfer, and
clegance of solutton: but there are no general units identified which would be
isehil across a number of tasks. Piaget's own analyses involve no identification
of anstructable units. However, a review of studies involving instruction in
Prgetian tisks (Gliser & Resmiek 1972) sugpests that Pragetian concepts are
mdeed mstractable, or at feast lend themselves to analysis into certain prerequi-
atte ghallyv whioli may be inspructable The studies also suggest how delicate the
process of tash analvses and instruction s for tashs ol any psychological com-
plexity. 1t 1s necessary both to fdentify the appropriate underlying processes or
concepts and to tind eftective ways of teaching them. Identifying one underlying
conept will tgely sutte e tor tull suceess ininstructional efforts because there
may beoseveral abilities which must be combmned. ind the absence of any one
‘may lead to fatlure to learn the tareet tash. Further, “instruction ™ itself is a very
“delieate satter. There are o ample tales for constrieting situations that will
convey the vomeepts or proceses to be raught 9 acelear way. Even with an
wppropriate Gek o analy s the mapping from identitied components o mstruc-
tonal stratesies remarns very much a matter of artl development.,

. &
Recognition of stages of competence.  Fnally. we turn to the novice -expert
ditnnction. the critenon of wooemtion ol stages of competenge. On-tlils matter
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Thorndike is not very explicit. He recognizes a need tor sequencing instruction
scientifically, but otfers no psychological theory as to how to proceed. Indeed,
the impression left is that the ditference between novices and experts lies solely
in how many bonds have been leamn>d and how well-practiced these are. That
there may be important ditferences in the organization of knowledge for novices
and experts is at best only hinted, and not seriously explored. Gagné’s particular
contribution within the behavioral perspective is a practical method for generat-
ing sequences of instructable tasks. In his general notion of transfer—inclusion of
sitnple tasks in more complex ones»(yagne offers a strong suggestion for how to
organize instruction for purposes of acquiring higher-order knowieu e and skills.
Thus, at a certain level, the criterion of recognizing and dealing wit’. differences
between novices and experts is explicitly met in learning-hiezarchy analyses.
. Wertheimer's analyses, by contrast, attend not at all to the dirtinction between
novices and experts. The implicit assumption is t behav or.dn accord with
good structural yprinciples is “‘native” and has simply been stamped out or
s telched by the drill vrientation of schools.

Piaget, of course, is particularly attuned to changes in the structures available
to people at difterent stages in their intellectual development. In fact, with
respect Lo instruction, Piaget’s largest contribution is very possibly the highlight-
ing ol substantive changes in competence which occur in the course of develop
ment. Piaget’s work makes it impossible to ignore differences between perfor-
mance strategies of novices and experts - whether or not we find Piaget’s own
analyses convincing or accept his explanations of how these changes occur. By
contrast. the experimental or neo-Piagetian work is uneven on this criterion. For
the most part. these studies investigate single tasks and look for competence
versus_incompetence rather than for stages or transformations of competence.
There are a few exceptions, largely in recent attempts to interpret changes in
performance on Piagetian tasks in terms of information-processing constructs
{see Klahr, in press). [nvestigators have attempted to analyze sequences of
Piagetian tasks so thateadding one or two simple processes to an xnd1v1dual S
repertoire, or modifying extant processes, can be shown to account for <uc<.es-
sively more complex pertormances on the Pragetian tasks. This work takes “infor-
mation processing” as its theoretical orientation and makes heavy use of computer
simulation sirategies for tormal analyses. It thus forms a useful bridge te the second
part of this chapter. which i concerned specificatly with the presentand potential
role of m(nxnmnnn}prnccxsing task analysis i instructional design.

INFORMATION-PROCESSING ANALYSES
. FOR INSTRUCTIONAL PURPOSES

A major branch of cognitive psychology today carries the label “information
processing.” As is often the case with an emerging branch of study. it is easier to
pnt to examples of information-processing research than to give a complete or
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consensual definition of it. Nevertheless, psychologicts working in this area tend
to share certain .1ssumpnons as well as certain resecrch strategies.
‘ Information- -processing studies s attempt to accout for performance on cogni-
tive tushs i terms ofactions (internal or external) that take place in a temporal-
Iy ordered fow. A distinetion is generally drawn between data, or iformation,
and operations on data. or processes. Thus, the concern of information-process-
i psyeliology is with how humans act tgon (process) data (intormation).
Frequently but not univc:salll\' information-processing models for cognitive
“tasks are expressed as-“programs” for-performance of particular tas ks, These are
soften formalized as computer programs whose theoretical validity is Judged by“ '
their ability to simulate actual human performance. . N
Most information-processing theories and models find it useful to characterize |
the human mind in terms of the way information is stored, accessed, and
npc rated upon. {)istlnctions are madc :nnong dit‘t'ercnt kinds or . "levels" of
4 sensory mmkc rcgmcr of some kmd thmugh whlgh 1ntormat10n from the
enviromnent enters the svstem, a working memory (sometimes called short-term -
o mtermediate-tern memory ) in which the actual processing work goes on, and
a fong-term (semantie) memory o which everything ohe knows is stored.
probably permancntiy. Wathin this zeneral structure, working memory is. pivotal.
feis onty by being processed ur working memory that material from the external
environment can enter the individuals long-term store of knowledge, and only
by entering workine memory ¢an information from the long-term store be
saceessed and used in the course of thinking. Processing in working meniory is
wsually assumed to be serial one action at a time. Further. working memory is
constdered to have a limited mumber of “slots™ that can be filled. so that it is
only by rehearsing or by **chunking”™ material into larger units (so that a body of
mterrdlated information takes up a single slot) that loss of information from
working memory can be avoided.
Information-processmg analyses ol instructional tasks share these general

asumptions as well as a body of researchr methods that have been (lcvcluped for
testing the validity of models of cognitive performance. Information-processing
analyses are clearly distinguished trom bhehaviorist ones (Therndike and Gagné in
the present case) by their explicit attempts to describe inzernal processing. They
ditter trom the copnitivist Gestalt and Plagetian positions in their d[[t.mp[S to
describe the actual How ot performanee (o translate © restructuring™ or l()ycal
operations™ into temporally organized sequences of actions. .
In characterizing mformation-processing unalyses of complex tasks. it is useful
to distimguish between rational and empirical analyses. Rational analyses are
deseriptions of “idealized™ performances  that is. performances that succeed in
responding to task demands. often in highly efficient ways. but not necessarily
» the ways i which: humans actually perform the tasks. Work in artificial intelli-
gence can be considered a form of rational task analysis which is today being
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applied to increasingly complex Kinds of tasks. So can sonte much less ambitious
analyses of simple fasks, some of which are discussed below. Empirical task
analyses are based on interpretation of the data (errors, latencies. self-reports,

eye or hand movements, ete.) ftom human performance of a task; the aim of

such analyses 15 to develop a description (model) of processes that would
account for those data. In practice, rational and empirical analyses are rarely
sharply separated. Rational analyses. tor example, may provide the starting point
tor empirical data collection, leading to an iterative process in which successively
closer matches to human performance models are made. Nevertheless, the

distinction s a usetul one in cOonsidéring tieskinds ofrinvestment: m‘m‘tnnﬂatmn-

processing analysts that will be most valuable for instruction.

In the remmnder of this chapter, 1 consider information-processing analyses of
several of these Kinds. I describe first some of our work in rational process
analysis, work that was explicitly concerned with instructional design requdire-
ments. Next, | describe some empirical analyses’ of the same Kinds of relatively
simple tasks, and consider the relationship between rational and empirical
analysiy for mstiuctional purposes. In a final section, 1 consider the problem of
more complex tasks - problem solving. reasoning. tasks that we use as meastres
ol “intelligence™ and aptitode and what the role of formal simulations and
empirtcally studied infonnation process models might be for instruction in such
domains,

Rational Task Anaiysis for Curriculum Design

Rational tash anatysis can be detined as attempt to specity processes or
procedures that would be wsed i lughly etticient performanee of some task. The
result 1s a detailed deseription of an “idealized™ performance- one that solves
the problem in minimal moves, does little “backtracking,” makes few or no
errors. Typreally o rational task analysis is derived from the structure of the
sitbyect matter, and makes few explicit assumptions abont the limitations of
lHiman memony capacity or pereeptaal encoding processes. In many cases

mtormal el Bk andalysis of this kid can serve as a way of preseribing what”

to teach Cie., teach dhuldren to perform the processes Lrid out in the analyses),
and mstrictional effectiveness serves as a partial validation of the analysis. ‘

b order to convey the lavor and mtent of rational process analysis as applied
o onstruchon, b owill deserthe i some detal part of our own early work on
smple arithmetie tasks, This work grew initially out of an attempt to apply
leurnmg hienarchy theory to the problem ot designing a preschool and kinder-
garten mathematios curnenlum. We tound it necessary . in order to secure
agreemient among our sttt on the probable ordering of tasks, to introduee a
methed i which the processes hy pothesized to be mvolved m a particular task

pertormance were expheitly fud out (see Resnick: Wang, & Kaplan, 1973).

Frgures 4 and 3 show examples of the analyses that resutted. The top box in
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-FIG 4 Analysis of Objective 12.C, “Given a fixed ordered set of objects, the child can
ccount the obgects ™ (I rom “’l'.u‘l_( analysis it curricnlum desien: A hierarchically sequenced
mwireduclory mathematios curr ulum®™ by 1 B Resnick. M, CoWang, & 1. Kaplan, Journal
of Apphed Behavior Analvsis, 1973, 6, 679 7HL Copynisht 1973 by the Society for the
Eaperimental Analysi of Behavior, Rc;vrm ted hy permission.)

each fignre shows the tusk being analyzed, the entry above the tine describing
the presented stamulus and the entry below the line the expected response. The
second row in cach figure shows a hypothesized sequence of behaviors engaged
i s the presented task is performed. Arrows indicate a temporally organized
procedure ar routine. The lower portions of the charts identify capabilities that
are thought to be either necessary to performance (ie., prerequisite to) or -
helptut m learning (e, propadeutic to) the mam task. The identified prerequi-
site and propadeutic tasks were used to build hierarchies of objectives that
formed the basis of a curriculum,

ST




3 TASK ANALYSIS IN INSTRUCTION 67

la

Numerat stated and ¢
aset of objeets !

Count out sutset
wf stated size

I l

. - S - -
f I .] P : I1e
H 1
Lo Numerat stated ; Set of moveable objects When stored numeral|
| ! is reached
.. b e A
f "Stow a m.mwrui : Bvqxn (mlntmq the objects, | Stop counting.
I N L moving themoutof setas [} |
L i | they are counted. . l‘”“'“‘““"*ﬂ-«-.ﬁ_w

I it A Hib
: Sew further : . Numeral stated

i Il dnalysis in 1 .Remember numeral
. 1 2.8 } while counting.

FIG. 5 Analysis of Objective 1-2:F, “Given a numcral stated and a set of objects, the child
can count out a subset of stated size.” (From “Task analysis in curriculum design: A
hierarchically sequenced introductory mathematics curriculum™ by L. B. Resnick, M. C.
Wang, & | Kaplan, Journal aof Applicd Behavior Analysis. 1973, 6, 679-710. Copyright
1973 by the Sovtety for the Fxperintental Analysis of Behavior, Reprinted by permission,)

At the outset, the process analyses functioned for us as aids in developing
prescriptions tor instruction. We carried out the kind of research that seemed
most directly relevant to that prescriptive function. That is, we looked at the
extent to whieh the analyses generated valid task sequences, sequences which
aided learnmg ot tie most complex tasks in the set. Two research strategies were
involved. First, we conducted scaling studies. In these studies, tests on a number
of tasks were given to a sample of the children prior to instruction, and the
“results were evaluatéd tor the extent to which the tests formed a Guttman scale
in accord with the predicted prerequisite relations (e.g., Wang, 19731 Wang,
Resnick, & Booger, 1971). A good approximation to a Guttman scale implied
strong prerequisite relations among the tasks relations that specified optimal
“teaching orders. A second set of studies (Caruso & Resnick, 1971; Resnick,
Segel, & Kresh, 1971) involved more direct assessment of transfer relations
among snall sets of tasks. Tasks i a Small hierarchy were taught in simple-to-
compléx and complex-to-simple orders, We then looked at transfer effects on
trials to criterion and related measures. These studies showed that teaching in
hierarchical sequence was the best way of assuring that most or all of the
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chutaren mwgroup learned all the ohiectives. For the mmority who were capable
of fearniny the mote complex objectives without mitervening instruction, how-
ever, happe™ ob pretequisites was a fGster way to learn. What these children
apparcuth did was o aequire: the prereguisites me the course of learning the
more complex tasks. An important instructional (uestion raised by these results
n owhether we can mateh nstructional strategies to mdividuals” relative ability to
fearn on thetr own that s, without gomg throngh direct wistruction in all of the
steps ot hierarchy. Betore we are likely o answer that question well, however,
we will probably need more systematic theories than we now have available of
how fearrng oceurs with nunmmal mstruction (ef. Resnick & Glaser, m press). '
The Kand o sk analvas usedine these studies sérved o describe performance
in temporatty ormmzed sequences and to identty general intormation-processing
abtlities, such as perceptual processing (e.o., Fig. &, Hlc and IVe), niemory (e.g.,
P o Haad Hoand temporal synchrony (e g. Fig. 4, Hla)., thatare called on in
perdomnnn aspecttic complex task. As formal mformation-processing models,
Bowever, the Analyses were incomplete because they did not specity every step
tror exomples stop ks were not typically specitied where recursive loops
covaarredy por dad they exphertly deal with overall control mechanisms or total
memony load Incaddition, they were not empirically verified as process aalyses.
Abthough many observations of performanes were made, there was no attempt
to match predicted or “ideal™ performance against actual performances. The
heerarchy tests contirmed the validity of the task sequencing decisions made on |
the basis of the anatyses, but they did not necessarily contirm the détails of the

amalyses: Performance strategies ditterent from those in our analyses might have
produced simlar sequences of acquisition or transter eflects. Thus, while the
seahing amd transter stadies met mstructional needs quute well, they did not
comstitute validations of the models™ details. For this purpose, the strategies of
ceparicat task anaby sis are needed.

Empuical Analyses of Specific Tasks

What can cmpincal amalyses supgest about teachmg specitic tasks? An obvious
possibibiny 1 that e mught use process models of conipetent performance as
direct specitications for what to teach. Such models of skilled performance are
potiitally powertal. However, these alone do not tike mto account the capabil-
e ot the degmmer as he or she enters the instrucnional situation, [ want to
deseribe some expermments we have done that suggest 2 more indirect relation-
shup betwesi what s taught amd how skilled performance proceeds. The experi-
ments supgest et what we teach cliddren and how they perform a relatively
short trmie atter mstruction are not wlentieal but neither are they unrelated.
Fhev smggest that “children seeh simplitving procedures that tead them to
comstruct, or tinvent,” more eficient toutines that nught be quite ditficult to
teach directly

El{lC : s
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3. TASK ANALYSIS IN INSTRUCTION 69

Subtraction In one study (Woods, Resnick, & Groen, 1975) we examined
simple subtraction processes (e.g., 5 — 4 = ?) in second- and fourth-graders. The
method was borrowed from Groen and others” work on simple addition pro-
cesses (Groen & Parkman, 1972) and open-sentence equations (Groen & Poll,
1973). That is. we gave children a set of subtriction problems to perform and
collected response latencies. Five possible models Tor performing subtraction
problems (of the form m —n = 7, with 0 <m < 9,0 < n <9) were hypothesized,
and predicted response latencies for each problem for each performance model
were worked ot based on the number of steps that would be required according
to the model. Regression analysis was then used to fit observed to predicted
latenicy Functions and thus select the model an individual child was using.

Of five models tested, two accounted tor the performance of all but u few
subjeets: : '

Decrementing model Set g counter to m, deerease it 1 times, then “read”
counter For this model, latencies should rise as a tunction of the value of n, and
the slope of the regression line should reflect the speed of cach decrementing
aperation. This i ction s shown in Fig. 0.
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FIG. 6 Plot of reaction times for second-zraders solving subtraction problems of the form
m n = 7. Decrementing Model. Numbers beside solid dots denote actual problems {(e.g.,
#54, 65 signifies that problems 5 .4 and 6 -+ 5 both had a mean success latency specified by
the ). Underlined problems were pmitted in the regression analysis. (From “An experi-
mental test of tive process models for subtraction™ by S. S. Woads, L. B. Resnick, & G. J.
Groen, Journal of Educational Psvchology, 1975, 67(1), 17-21. Copyright 1975 by the
American Psvchological Association. Reprinted by permission.)
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70 LAUREN 8 RESNILK .

Chotce model. Dependmg on wluch has fewer osteps, perform either the
decrementing routine (previously deseribed) or another in which a counter is set
to e amd s then incremented until the counter reading matches /. The number
ot merements b ther “read™ ws e answer. For this model, it is necessary to
assunie s process of chioosing whethier to “merement up™ or “decrement down.”
We assume that the chowee process tikes the same amount of time regardless of
the values of mand n, On this assumption, latencies should rise as a function of
winchiever o smuadler, 7 oor G n). This function s shown in Fig. 7,

Indrvedual data were analy zed first and a best-fit rhodel selected tor each child.
Then childien were srouped according to the model they fit, and the pooled
data were analyzed. All tourth-graders and most second-graders were  best

- tit by the chowce model. 1t seems vnlikely that during their arithmetic training
the vhildren had been directly taught the choice model for solving subtraction
problams The procedure involved would be ditticult to communicate verbaily to
O amd Tyear-oldssand mught contuse rather than enlighten children at the point
of their finst exposure to subtraction. Most probably, the children had been
taught matally o comstruet the moset (inerement the counter m times), count
ot the net (decrement o tunes), and then count (“read out™) the remainder.
Phis alvorahm o close 1o the one deseribed s the (lccrcnwnl’mg model. The
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3. TASK ANALYSIS IN INSTRUCTION 7

decrementing model is in fact derivable from the algorithm we assume is
tvpically taught, by simply dropping the steps of constructing the m set and
actually counting the remainder. Thus, it seems reasonable that a child would
develop the decrementing model quite quickly. The choice model, however,
cannot be derived from the teaching algorithm in so direct a way. Instead, an
invention (the possibility of counting up from n7) must be made. This invention
is probably based on observation of the relations between numbers in addition
and subtraction over a large number of instances. Yet the invention appears to
have been made as early as the eng of second grade by most of the children.

Addition In another study, Guy Groen and I have been looking more
directly at the relation between the algorithm taught and later performance. In
the subtraction study we could only guess at what children had been taught,
based on our general knowledge of elementary school practice. In the additic
study, we controlled the teaching by doing it ourselves. We taught 4-year-olds to
sulve single-digit problems of the form m +n=? (where m and n ranged from O
to 5) by using the tollowing algorithm: {a) count out m blocks; (b) count out n
blocks: (¢) combine the subsets; and (d) count the combined set. We then
kept the children coming back for about two practice sessions a week for many
weeks, As soon as cach child was performing the addition process smoothly
using blocks, we took the blocks away and asked the children to give their
anbwers on d device that allowed us to collect latency data. The children’s
typical resposise when blocks were removed was to begin counting out sets on
their l'ingér;e.’ Eventually, however, most shifted to internal processing.

Farliet work by Suppes and Groen (1967) had shown that by the end of the
first grade, most children added using a choice-type modet in .which they set a
counter to m or u, whichever was farger, and then incremented by the smaller of
the two numbers. This is known as the min (minimum) shodel [because the
latencies fit min (22, n)]. A few children used a model of incrementing m times,
then incrementing 1 more times, and then reading the counter. We call this the
sum model {latencies fit (m +2)]. The sum model can be derived from the
procedure we taught by simply. dropping steps (¢) and (d) of our algorithm, and
it requires no choice, The min model, however, regnires an invention based on
the recognition that sums are the same regardless of the order in which numbers-
are added, and that 1t s Taster to increment by the smaller quantity.
For five of the six children whose data have been analyzed thns far, it is clear
that by the final two test sessions the min mm}él gave significant and *‘best”™ fit.
’ In general, the trend over blocks of trials was’for subjects to be fit well by the
7 min model as soon as they stopped counting overtly on most of the trials. [t is as
if these children discovered commmtativity as soon as they were confident
‘enough to stop counting on their fingers! .
In the studies just reported children are taught a routine which is derived from
the sﬁhjcct matter. Atter some practice but no additional direet instruction--

/
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72 LAUHEN B HESNICK

they pertonn a different routime, one that s maere efficient. The efficieney s a
result of fower steps (not, dpparently. faster pertformance of component opera-
tons), wlhich an turn requires a choice or deeision on the part of the child. A
ot algonthmie routine, in other words, is converted into another routine
wlich turns out tosolve the presented problem more cHiciently.

A simiar tinding has been re ported hy Wallaee (1972) in a study of informa-
t‘mn processing models ot class inclusion. After having received training in the
processes revealed by an mtormuation- -processing analysis. subjects were presented
atypreal class mcdusion task in which they \v\erL asked to tell, for example,

“Which » more, the red ones or the triangles?” They had been taught to pass
T through the object amay twice, cach tume quantifying the objects on one of the
ditterent value dimensions ramed and then comparing them to determine which
wis mure. At the postrest admimistered immediately after training, it was found
that ~ome ot the claldren were able to perform the task more efficiently by
Squantitvimg onothe fist pass only objects having only one of the dimensions
namad by the sxpernmenter. For example, Wallace presented a subject with cight
triangles, seven o1 which were red and one green, Asked “*Which is more. the red
ohes O the trun whe T one subject agswered, “There’s one green triangle and
tat nrakes 1t more trnzles™ (Walliee, 19720 pp. 15-16), Sinee in the class
mehndon task the sot having only one of the named dimensions is usually the
nuner subset. thes procedure quickly vields the answer., 1t seems likely that a
phenomenon of thas ki, that i, the transtormation of algorithms by the
fedrnerivmore genpral than we have thought up to now. At least some process
\htl thar appear dmuu!f to mterpret when averaged over time may show
inteipretible m:m/um when carly and later phases of performanee are exam-
D eparatehy )

{

Task Structurn, Skilled Parformance, and Teaching Routines

What dre she syphications of Tindings of this kind tor instraction? Onythe faee of,
ot wenh] e that we oaelil o abandon the algornthmice routmes suggested:
by ratienal tekoamals s o favor o direcetly teaching the more environmentably

Tespoistve provesses that appear to chargctenize even, semiskilled perfarmance.
S W onght, i other words, to conclude that the mitial rational analyses are

wron sree they o not mnateh shalled performance, and that they should

theretore vor he ased o nstmenon. Rathersws should perform detailed empiri-
cab analyaes cof Skalleds performuance onall of the fasks that! a curriculum
comprisess ad teach directly the rontines uncovered in (e course of such

FHRIASNT ) !

Sufhw conetu o T obedrve . wondd be nn,luh‘n It rests on thie assumption
that ethiont mstnncton is scoessgrdv direct arstructon m shaflod performance:
strategs: ruth o than instruction inroatynes that put learners in a good position

ihwv( ormvent thcent strateaies tor thenselves. That is what the children” -

.
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U, TASK ANALYSIS IN INSTRUCTION 73

did in the studies just reported. They learned a routine but then invented a more
efficient performance for themselves. It seems reasonable to suppose—-although
empirical tests comparing different instructional strategies are needed to draw a
strong conclusion- that the teaching routines in these studies were good ones,
because they taught the specific skills in a way that called upon’ children’s
discovery.and invention ubilitics

To put the case in its most general form, it would scem useful to think in
terms of a “triangulation” between the structure of a task as defined by the
subject matter, the performance of skilled individuals on a task, and a teaching
or acquisition routine that helps novices learn the task. There are three terms in
this conceptualization: all three must stand in strong relation to each ‘of the
others—thus the image of triangulation. This relationship is schematized in Fig. 8.
Most empirical information-processing analyses have been concerned with the .
relationship between the elements defining the base of the triangle—that is, with
the relationship between the structure of the subject matter, or “task environ-
ment” (A), and performance (C). Thus, most information-processing task anal-
yses qre state theories, describing performance oh a given kind of task at a given
point in learning or development, but not attempting to account for acquisition
of the performance. The rational process analyses that we have developed in the
course of our instructivnal work have been concerned primarily with the
structure of the task (A) and an idealized routine that represents the subject
matter well-and thus prescribes a good deaching routine (B). Our validation
studies have in effect been tests of the extent to which the téaching routines and
sequences derived through these analyses succeeded in conveying the subject

FIG. 8 Relations hetween teaching routines, performance routines, and structure of subject

’ matler.
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74  LAUHEN B HESNICK :

mafter to fearners. The discussion in the past several pages has been concerned
with the relationships beétween teaching routines ( B) and performance routines ().
Gaming understanding of the “transformation” processes that link these two
Toutines s nesessiny step u completing the tiangulation that puts information-
processing models mto clear relationship with instructionat design.

According torthis “trangulation™ notion, there are three criteria to be met in
choosing a teaching routine:

Lo b must adequately dhpld» the nndetlving strueture of the sihject matter.

20 [t must be.easy to dcmnnstr.m or teach.

5. 1t must be cipable of transformation into an cfficient performance routine,
The teaching routine. then. s designed to hielp facibitate uqni'x‘iti(;n It provides
e connecting ik between the structire "ot the subjeet matter and skijled
petormance which 1s often so eHiptical as to obscure rather than reveal the
haste strireture of the task,. .

Feachmg rontines, in other words, are constructed specifically (o aid acquisi-
tion. The desien of teaching routines may rcquirl‘ considerable artistry, and not
all routines will be successtul in mecting the criteria just laid ont.oLet us consider
some examples. To begin with our own work. the-addition rontine Groen and 1
tanght is an mstantiation of the “union of sets™ definition of addition, Thus, it
Is a mathematically “eorrect” pmudnm and represents the subject-matter
stroeture clearly. The toutine is also dasy to demonstrate and -to, learn. Our
diyear-old subjects (who Rnew nnl_\ fiow to count objects when they began the
experiment) were perfornung addition virtually perfectly, using the bloeks. after
about a halt hour of practice. The routine we taught is awkward and slow to
pertorm, however. None of us would fike to have to use it in our daily activities,
and nerther, apparently . did the d-vear-olds. Nevertheless. the data show that the
routine s transformable by a serivs of steps we can imagine but cannot for the
-moment document empirically  to the more efficient performance routine of
the min model. Further. this performance routine excmplifies another aspect of
the subject matter structure, commutativity. Thus, the proposed triangulation is
completed. A teachmg rontine denved by rational. process analysis of the
sibject-matter structure s transtormed to a performance routine tlml retleets an
even more sophisticated definition of the subject matter.

Fhe case is similar for the subtraction study. The rowtine that we/presume was
taught instantiated a partitioning-ot- setsﬁchmtmn of subtraétion. The perfor-
mance rontine derived by the children is™ot only more efficient: it also reflects
4 mores sophisticated aspect of the subject-matter structure. nameiy the comple-

Cmentary relationship between addition and subtraction operations. .

© ot teaching rontines meet the criteria. enumerated wbove. Some are
awkward to teach? such would be the case. for example, were one to undertake
to teach d-vear-olds the min modcet for addition. Others Tail to display the
subject-matter structure in a way that is transparent to ehildren. This is true; for
example. in the case of traditional algonthmic methods of teaching carrving and

o T ‘o
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Borr wor o thar g von deaploy the aderbone sineture thase anthmetie and s
netet n o whaoh thee raatmes are dernved.

Sometan o cre el gt ane Jdeveloped o ander to display the sub-
ot mertter et bt cda not meet the tanstormabtitts criterton that s,
they are st caady mapped onte L pertornane onthine that woefhcient and
direct An sxample ob g pernternnge atme that Lok enthe cnterion of
tran- o ababity oove that was proposed by Broner £1964) tor teaching factor-
e ot L peadrine expresaon Bruner was saccesstul i teaching thard-graders to
pettor the tctonne opetaton By crenting g model” of the expression using
Block . A~ Bown oe Do sl e e square s ©ounits fong and x o wade, thus
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Cor Bherad v s Jona and one uni wade. i (v) The sall cube nlx
Lokt AsShowan at the rightof the figure (b). children can arrange these three
Cebents e cpiees whinch wall have el tactons e et D (et 1)yt 2)

Cod D and which canabo be expressed a quadratics e + 2v + 1) (nF 4

St boy Allowiny caldien to mampubite the blo ks may be excellent for

displaving arsd promoting bt into the stracture of the subject matter, but

there appears to be no way to teastorn the sqprare-aranyement routine to a
Chactanm procedare used wathont the blocks.

Cotra other teaching routmies m early mathematios do meet the transform-
bty cntenon wiude still representing the mathermatical structure. For example.
mentenment van be taughit as aprocess of dividing wito equal units, Wertheimer
E1959) didd this when he ed division of a figure into sqLaes as means ol finding
ioare Bearson (19693 1m0 less widely known experiment. induced a general
rhorenalion cneept by showing children how to count the number of 30-ml
Beahor o that wore ponred mto beahers of ditferent sizes, and demonstrating the
prewaple of conervation by pouring equal quantities of liquid into containers of
detterent Shape . e seneralized prineiple of measurement. exemplified in the
Ipund measnement procedurs taaght, produced conservation responses in tests
cbsimber nues, fensth, contimuons and descontinnons area, and quantity that
lasted tor ar lewst wix months, Simetariv, the nunher base system {including
Cartvig and borrowing) can be taught sy blocks in sizes of one, ten, and
ofic-hupdred, plived mouts, tens and hundreds columns as in Fig. 10 (cf.
In 1966, 19670). With these blocks, carrying can be represented by trading
cEschanmng extia (e L more than mine) blocks i a eolumn for a larger block
st eplaced o the west colimn. Such an exchange would be necesé;r,v for the
Bottondinple i Fe 10 betore the biock display could be notated. A reverse
exchnec eperation cancbe ised to represent subtraction. In cach of these cases,

s the plvacdd epreentation s dropped. a performaticd routine can be con-

sracted which mitadly performs as ™ the representation were present and

then vradually becomes more abstracted from it This o the Kind of transforma-

P we helieve occtrrs D one addition teaching experiment.

The vererd eecson that T wonld ke to diaw tfrom these observations is
that mest perple oven quite voung chidren use environmental teedback to
siplity perfornince routines. They Jdo not aceept the rontines they are shown
./ Sefien T bt rather as starting points. They invent even when we teach them
doontinm, Ope unpln atwon of this ine of thurkmg s that the tradstional line

hetwesn aluonthmie and mventive teachmg disappears. We are not faced so
nesch with Bhoive between teactung by rules and teaching by discovery |, as with
4 problome ot taede teachine miles that will enhance the probability of dis-
coversptes that somehow mevite ampldfcation or combination with other

poway of thinking alwo draws attentionsto the extent to which we
0 presently Hepend, i our ponmal matructional practices. on this kind of invention
aied dicovery by Tearners Our wstouction s rarely ~omplete, and rather than

oy The
i

ERIC - 81 s

.




77

TASK ANAL YSIS IN INSTRUCTION

.

ﬂ L4
“ 4 s
QL ! : _ P
=
ﬂ = . W
o
o mr”V -~ Fod K
o “m <
| =
<N — -
A D n D o -
S .
=
=
’ I
£
DN “
—
e g _ — A =
I I RS Y s o N -
Ted d N as [
e .. - Y L e -
Paants — ~~ e, R
L IVW!VIY = et ~U N y Ty TR -
— ! N - - - .
T N S . ,1” — .1lr1¢,v,v ; £
o T o . e — R R RN W 2
o e B . - oot . . ~ S e = \
I Ops T e« T R I = Ir,.v‘...V/.. [N ¥ ! = i~
3 ¥ Pl PN SR Ll B T . Yy ‘ P =
e SN e e . [ — (SYN : =
Tpa X N e > e [, - oY s o .erl ; [ 8
Coa e T e T T ! Sl L
(oS e e i . et /»rrl i =
Npa i F .y st e { =
e vER PRE N . PR e i =
1gea YFR L et i H =
[N =) — e ! =
EES) ] -
t [ =
o
AT 7 « -
' . - H t=
1 s 4 i -
‘ [ [
9’ |
. + I T TP ] B : =
T ebdet sh eaad mﬂl . - . 1] = ; = z
I, e pesse T&+,Y0.. a - P b ¢
[l A SO 4 = : ; ~ -
T basnerss sy = —rd = ; o
= = : e = .-
o f . b b e N IR o] e .
ol I SR ReN & hres b B A T : Q 8
" i PUPRPN B | _
i .Y&:.?!W.W.Q+H.T s b ; -+ : ] ! T \U m
M i H s hesa-as e i :
v, R i F
== ~ LR
ik NN




I AGHEN B RS

LaNBRr CaPe b pontt ot the ampityine el oreene paneiples that underlie
winl we teach, we stten choose foss than elegunt instances and also expect
et e ned vhe andethone princples tor themelves This suggests that
ditterences e fearmingy abibity often expressed as mtelligence or aptitude  may
et t b difterences i the amount ot wpportindwiduals require m making the
\unpi'm"»:. and Grrazing aaventions that prodoee shadled perfonmance, Some
mdividuals witl seeh aid hisd order e the most disordered presentations; most
will do wdt ot the presentations (e, the teaclung rontines) are pocd representa-
nons ot amlerlying structuress snll others may need exphait help n tinding
s ent stratemes Yor porlorinnee

.

Analy zing and Teachmy Gegeralized ' Learning to Learn”’
Alpiiting

Pople apparentty mvent sven waithin the contines of alronthmic struction,
Noverthele s e et saesested. mdwiduals ditter substantially m how good they
et thewo aocnnons Thit, une appropriate concern for instruction is the
poethilite of techine peneral stratemes tor aipvention and discovery strategies
ot wilt help Jearners o be o Ll‘i;pvmlvnl o the mstructor’s eleganee in
proontin pationbar teks An mteroat e teaching such peneral “learning o
Prarn ™ abndiree s s thoy e otren called, lmKM e widely expressed by educators
sansh payvcholomsts However, tew stccesses Kave been reported. and there is little
wietinte basisat the present tune for such instruction. As i the instruction of
ais other abuiits b B step o teaclimy general learming abilities is developing
4 poavchelweal desenption a tisk analysis of the competence sought, Such
palte ar e onl now bewmnm to become avaable.
\rans nambea o intonuation-processing analyses of problemesolving tasks
o kmds provede o poetental Bases tor instraction, However, 1t is by no
g evidenty warhont tarther tosting coad experimentation, that analysis of
Lifld peatommanee o complex problems cap be directly trmstated wto mstrue-

corabanteventons One teat ot thes posstbility lis been carried ot recently by
Ao thdemey (19750 Inoan oo to determime the mstructability of

sereradized pattion detecnon kit Holzman Tooked at an analysis of belavior on
wri . completton sk that had heen carnied out carlier by Kotovsky and Simon
(10030 The Kedowsdy and Simon analvsis wdentitied three principal subroutines
i o pre the patten o bter e eomipletion ko semidar to those used
cromare mteHpence et Thew were () detectme the “period™ of the

. Pt that oy the repeatin s s of oocertain number of fetters, such as three
e e pattern abuncdmetn st four an the pattern defgelghte .. .0 (b)
Aot e mdie thot venenie o hsembol s the pered s and () testing the
terred e o oot holds tor dl the detrers that have been presented. These
whroutires motrn were shown to he depetddent upon recognizing three basic
refuattons berw et toam i the series presented, ildenizy (oo f to ) next in the
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3 TASK ANALYSIS IN INSTRUCTION 79

siphabet (e.g., £ to g) or backwurd next (eg., A to g) These three relations
exhaust those that were used it the Thurstone (Thurstone & Thurstone, 1941)
Aetter serwes completion sk which the Kotovsky and Simon study used as a
busts, aithough 4 mich more extended and complex hist of relations eould be
used in generating sertes comple tion problems.

Based on the Kotovsky and Simon analysis, Holzman taught children from
first through sixth grade the strageties for recognizing the three basie relations
and tor finding penods. Instruction in finding periods was done in such a way as
to prevent extrapolation to other subroutines. Children trained in these relations
and periodicity subroutines improved significantly on the letter series comple-
tion task trom pre- to posttest. They also improved significantly more thin
control children wha simply took the pre- and posttest and did not practice the
series completion task. Comparisons of particular types of errors for the training
ant vontrol groups showed that the trained children improved significantly more
than the controls on the more difficult relations (e.g., next as opposed to
identityy and on the generally more ditficnlt problems. Control children showed
a practice effect, due to experience with the test itself, which was limited largely
to improvenient on the most easily detectable relation (ie., identity). This study
suggests that as information-processing analyses sueceed in identifying the
processes underlying  problem solntion, these processes at least some of
them- can be directly taught, and that individuals will then be able to apply
them to solving relatively lurge classes of problems.

What possibilities exist for analyses of problem-solving abilities that are even
more general than those Holzman found, and what might these yield as a basis
for instruction that would be truly generative of learning-to-learn abilities?
Robert Glaser and I lave eopsidered this question in another volume (Resnick &
Glaser, in press) i which we described several studies of invention behavior in
mathematics and related tasks. We argued that the processes involved in problem
solving of certain kinds were probably the same ones involved in learning in the
absence of direct or complete instruction, and that instruction in those processes
might constitiete o means ot inereasmg an individual’s intelligence.

A maodel of problem solving was developed m which three interacting phases
were identitied: (1) problem detection. in which the inapplicability of “usual
rontines” is noted and a problem or goal formulated: (2) feature detection, in #
which the Lk environment (the external situation, which inchides both physical
and ~octal teatures) o seanned tor cues to appropratte responses: and (3) goal
analysis. in wluch goals are successively reformulated. partly on the basis of
external task cues. in order to yield soluble subgoals that contribute cventually
to solution-of the task as presented. A study by Schadler and Pellegrino (1974)
has shown that requinng e snbpect to verbatize the goals of the problem and
his or lier strategies for solving it before making nvert moves toward solution
greatly enhances the likelilood of invention. Along sumlar lines, it scems lll\elv
that wavs can be found to muhe mdividuals more conscions of - the role of
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; rontal e e problom cdnng ard e snategies of feature seanning
/'uui aiaiven Thismstraenion should enhance the likelihood ot therr noticing cues
Ahat g mptet e ctiens while recognictng and somchow “deactivating” those
Cthat promptomeHective actons Pxrending this weneral argument of self-
bttt a0 mgor chatactenati: of successtul lewrming and  problem
bt Revinch and Beok O press buse sagrested that a0 similar torm . of
PR TT s Cottette tae ot selbagiestiotny md el monitorg strategies

kit b ceenve wos o enbunemg reading comprehiension ablitres.
P peotie sigestiors that can be ottered at this time Tor nstruction of -
soneralod degrnmy .1!: Bt e limited, since relatively dittle work has been
A ths tar on ey Ltk anadvees that chatactenize these generaf pro-
e metractable tenmss Rutemat analy sis seems Jess Tkehy 1o vield good
dietiotes for eoreralized abilites than tor speeitic tashs: thus empirical task
e eem o heeglied tors Farther, the rigor of formal simulation models
. st el mportant where e processes are little understood and the task
trvitmments Doosely structired, s e often the case where problem solving and
e e e nr Thus, withe respect o thas most mportant goal of
i e el probabhe be ecesary 1o ensage i the most costly and
et ded Sormn of tsk amalv o that i teose that are formully stated and
smpticadiv validated Toothe extent that the analyses identily instructable
Provieens et il sspennients can wive as oone of the major forms of
tped v didaon ot the portornunee apsdels proposed. A mutual interaction
Porecen it s nstructionad coneerns can thus be envisaged. 1t is, then,

st tpect b these seperal abilities e fearnimg, thinking, and prablent solving
sbantormnteeteproce e aralvee oy ulomarely have the most 1o otfer to
et e aned otetiongd ctreenes oy pacehiodomeal knowte dae.
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Adaptive Instructional Systems:
Some Attempts to Optimize
the Learning Process

Richard C. Atkinson'

Stanford University

INTRODUCTION

One cannot help but guestion the significance of psychology’s contribution to
the development of effectve mstructionyl procedures. On the one hand, psy-
chology has been very antluential i the tield of education. In the last 25 years
almost every major mnovation in education programuied tex thooks, behavioral
objectives, nngraded scizeols, individually preseribed instruction, computer man-
aged and assisted struction, token economies, and tailored testing to name a
few can be traced to psschology . In many cases these innovations have not
been Jide to psschologists pnmartly adentilied with education, but rather to
laboratory screntists whose research las suggested new approaches to instruc-
tion. Psvehology can be prond of that record of accomplishment. But upon
closer examimttion. 1t s evident that these accomplishments are not as closely -
hinked 1o psyeholomical research as many might believe. Psychology has sug-
geated tiew approaches o education, but these- suggestions have not led to
sustained rescarch programs that have the pronuse of produeing a truly effective
theory of instruction. Rather, psychology seems to provide the stimulus for
anuovation, but innovation that has not i turn led to a deeper understanding of
the deatmmy process ‘

Why has pachodoss not had g more substantial impact? There are several
reasons The brightest and ablest voung psychologists usually are not attracted
“to educationdl research, and the researeh that has- beem done tends to be
piecemeal, ot putsarmng problems ureal depth. This picture may change in the
near tuture due to the hmted nunsher ot jobs tor new PhDos and to society’s

PProsent attiliaten bepaty Daecton, Nattonal Saenee Feandation, Washington, D.C,
S S ’ )
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mereasng eiphasis ot apphed tecarch The more wenous problem. however. is

that pocholoants know aereat Cend wbout the acquisition ot indwviduaal facts and

Al b v Brtle ahont Bo these combine to Torm g meanmpgtul mental

structupe Frtectve miethods for acpanne <kills dnd tacts are important, but the

majer problem s the development of Knowledye stinctores that are more than

the sum o edividiad Tacts B order 1o deal cttectively with educationat

pioblems, we oneed theores tat tell s how hnowledge i represented in

memory - how informaton s retneved from that knowledge structure, Low new

mtormation s added 1o thie structure, and how the system can expand that

Miwlidoe structure by selteeenerative processes, The development ol such

theories o undet way, and inereasinely work in copnitive psvehology is moving
m that direction. The contnbutions of Anderson and Bower (1973), Newell and

Simen (19721, Rumelhurt, Lindsay, and Norman (1972), and Schank (1972) are

examples of sabstantual etforts to develop comprehensive theories of cognition,

amd e alieady evadent that s work wall have implications for education.

Stch thieories will not sumply add another wrinkle to educational research. but”
will Ly the toundations for researeh encompussing a larger set of educationally

striitticant problem. than Las been considered i the past.

Teo thes paper | want to review the ongoms work in my Laboratory that has
miplications tor ustiiction. Some of that work represents attempts to deal with
the twae GF complex knowledge structures, whereas some s more restrictive
deading with the aequisttion ot specitic skills and facts. All of the work involves
computer-based programs of mstruction used onra daily basis in schools and
eolieges: These programs can best be desenbed as-adaptive instructional svstems.
By that termy I mean two thimps, (1) the sequence ot instructional actions taken
by the program varies s a tiection of a given student’s pertormarnce history, and
(2 the program v erganzed o modity itselt automatically as more students
complete the conre and therr respotsse records identify detects in instructional -
stratedies.

Our work croadaptive istructional systems has three foar One is the develop-
nient ol o ceure i compater programnng for qumor college and  college

atidents thie econd o a course tor teachme reading i the tirst three grades of
elementany schootssand the third is o toreign-language vocabulary program being
mediar the cotlege evel Hewe Twill review research on each of these projects.

INSTRUCTION IN COMPUTER PROGRAMMING

Our st cttorts to teach vompater programming involved the development of a
computer easted mstoiction (CAD curncalnm o teach the AID (Algebraic
Bierpestie Dulogue) programmimy lineneees this course s been used exten-
avehy o colleeey and por colleges as anmteoduction Loy computer programs-
mng (Beard Lorton! Searle, & Atkinson, 1973), However. it is a linear. “Irame-

. . 3
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agrented” CAD procran and doos por prosede mdishudeed matmicnen danne
the problesciure actan el Atter workiey throush fosson seomients on
sVt expr ot ot et s vennend g problem e sobve o AID He
ngst theen Feaves the netnactond prosaai, el up aseparate AID mterpreter,
pertorni te requied progeamiming tek,and et to the nntichonal program

with an answesr s e studert wetes o proestame watl AIDL the only sources of
assistaiier are the error piessaoes proveded by the nonmstruchonalbmterpreter,
A nadeguacy ot the AIDC Ccourse, espeeradly for rescarcly purpeses, s s
lemted abibies 0o characterize indnadual students” knowledge of specitic skills,
andd sty bty to el staderits” Skalls to the carncalum as any thing more than
@ ratio of problem. comect 1o problems attempred. The proveam cannot make
fine distiections betwern 1 student’s strengths and weaknesses, and cannot
present ttonctoral patenad speettically approprate to that student heyond
“hatder™ o Segaet” basons Inoorder to exploie the effects ot ditterent
anrrronbn wbo ton teme e mote detals we developed another introdue-
fory pronammtns e, sapable of tepresenting both its subject matter and.
student pertonmar. = ot sdequately The iternal representation ot program-
tny shalls and there pobedasdups o the curneulunt is similar in some ways (o
the wmanti refwerhs ceed o the Cgeneranve” CAL programs developed by
Carbonall and other O arbonell 1970, Coling, Carbonelt, & Warnoek, 197.3)

The BASIC Instructiendgl Program

CAD pupertant Leature o tutenal CAL program s to provide assistance as the
student attempts tosele 1 problen The program must contain o representation
ot the sbnect matter that s complex enough to allow the program to gencrate
appropriate st e atany staee of the student’s solution attempt. The BASIC

St Begimner Allpurposs Sumbobie Instruction Code) Instruciional Program (BIP)
contams 4 representation of information appropriate to the teaching of com-
puter programumnye that atlowsthe prosram botl te provide hielp to the student
aned ot pertiam O hmmted but sdequate anatvas of the conrectiiess of the
strde s procram s soluton o the sven problem.

Foo the student seated at g termoal, BIP fooks very mueh tike a typical
tite-sharine BASIC operating svstem. The BASIC interpreter, writlen especially
for BIP. soabs 2o ok poestam lime atter the student ty pes it and notities the
aedent or ety crore Whsn the stident s his or her program it is checked
for striuctrd dlodddites, and dinne mintme execntion” errors are mdicated. A
file wtorsee satem, cealeularor, amd utility commands are avadable.

Reeacdine whoe the sunubated operatine system s the “tutor.” or instractional
proveam (1P T overbooho the ontpe sepdent BIP dilogue and motivates the
istrnetional teraction I addifon o selecting and presenting programming
problems ty the stndent, the 1P idennties the student’s problem areas, suggests

simpler Usabitah T mves s or modet solutems wlien necessary, ofters debugs

ERIC . 91 | | ;
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FIG 1 BIPantormanon tlow dupram

@ ads, and supples meidental instruction i the form of messages, interactive
Lessons, oramanual teterenees.

At the core of BIP tan information network whose nodes are coneepts, skills,

problemns, subproblems, prerequisttes, BASIC comnunds, remedial lessons. hints,
and manual reterences The network 1s used to characterize both the logical
structure of the conrse and our estimate of the student’s current state of
Rnowledge, more will be said about the network later. Figure | illustrates the
anteractions of the purtspuf the BIP progrum.
CThecurrculum s nrg;lm‘/cd ds aset af programming problems whose text
mebrdes only tie deseription of the problem, not lengthy deseriptions of
programming steuctures or esplusttions of syntax. There i no fixed ordering of
the tasks: the feciston to move from one task to another is muadve on the basis of
the intormation about the tasks (skills involved, prerequisites, subtasks available)
stored m BIPS netwaork

A stident progreses thronglt the curniculum by wrtimg, and running, a
program that selves the problem presented on the terminal. Virtually no limita-
trons are mposed on the amount of time the student spends, the number of lines
he writes, the sumber of errors he 15 allowed to make. the number of times he
cooses o eevate the prograp, etc The fask on which the student is working is
stored o g stuek-like structure, so that le may work on another task, for
whatever reason, and return to the previous task antomatically. The curriculum
structure can gecommodate a wide variety of student aptitudes and skills, Most
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of the curricutumerelated options are designed with the less competent student.
in mind. A more competent student may simply ignore the options. Thus, BIP
gives students the opporfumty to determine their own “challenge levels™ by
making assistance avatlable but not inevitable.

BIP offers the student considerable flexibility i making task-related deeisions.
The student may ask for himts and subtashs to help solve the given problem, or
may ponder the problem, using only the manual tor additional information. The
student mayv request a different task by name either mmplmng the new task or
not, as he ar she chooses. On the student’s return to the original task, BIP tells
him or her the name of the agun-current task, and prints the text of the task if
requested. The student may request the model solution for any task at any time,
but BIP will not print the model for the current task unless the student has
exhausted the available hints and subtasks. Taken together, the curriculum
optioms allow for a wide range of student preferences and behaviors,

o]
The Information Network of BIP

Tusk selection. remedial assistaned, and problem area determination require that
the program have a flexible intormation store interrelating tasks, hints, manual
references, ete. This store has been built using the associative language LEAP, a
SAIL (Stantord Artificial Intelligence Laboratory) sublanguage, in which set, list
and ordered triple .data structures are available (Feldman, Low, Swinehart, &
Taylor. 1972: Swinhart & Sproull, 1971: VanLehn, 1973). Figure 2 presents.a
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FIG 2 A scgment of BIP information network?

.

ERIC B |

Aruitoxt provided by Eic:




BG  FUCHARD G ATEINGUN
xxmphnu‘i relationship among 4 tew programmumg concepts, specitic wbservable
skilhy that churacterize the acquisition ot the cotteepts. and programming prob-
e !m: tegquire the e of thoseoshills: The netw ik as constructed using the
dvocpative tnple structiure. and 15 best deseribed in ferms of the variolls types of
/":
‘)

AlE carneulim elements exist;as task nodes in the network
L/ as subtasks, prerequisite tasks

rmd '\
/ TASKS BT
: Lhey are hnked to each oth
or must follow’” tasks, '
The il nodes are mlcrmc;«(i.lrim between the concept nodes
and - the sk nodes (Fig. /)0 SKills are very speeific, e.g.,
T o1 Tincrententing a coyntey

; SKILLS: :
woncatenating string vargibles
variable.”™ By cvaluating Auccess on the indwvidual skills, the
progrant estunates u»mpttxnuc levels in the concept areas. In
the network, skills are felated to the tasks that require them

) is a node in the

ud G the coneepts tll.\'l entbody them.

Fhy prmupll coneept areas covered by BIP ure the fol lnwmg

feractive programs; variables and literals; expressions; input
pnlmun loops;

progiam control” branching; re

CONCEPTS

nd output,
suhroutings: and arrays.
network, The operations are linked to the tasks in two ways:
. .

debugging:

Bach BASIC operation (PRINT, LET
rations. are i

Ather us clements Bt nwust be used in the solution of the

OPE RATORS
proablem, or as those that nnist not be used in the solution.

mes-

PINTS: The hint nodes are hnked to the tasks for which they may be
helptul bFac ) ‘

Al discoverable svitad, structural, and execution errors exist:
ant “help’

ach time ainew skilll concept or BASIC cperator is
mtroduced, there s dpextra hint that g_mx a suitable manual

feterene.
hinked to the aelevant

N A h
S nodes e the netwolk

/H{R()RS COVeT:
saes, mand referene §'m<l remed il lessons
4
mosome caes s herarchs meng skalls or problems s implicit; more

Clearl.

l/

troquentiy s however, such a relationslip cannot be assumed. By imposing only a

vors Joose fierarchy (ep, requiring thae all students begin the course with the
noseme manier other than that

wime problemy e povable to select curnculum and provide assistance on the
sequence of problems.

tident's demomstrated competence levelb on specific skills, rather than
in

post Lk mterview

boay ot
o the hasie ol
Sodents who acure competence
sndent 1 eiven a
+ the mondel solunion stored tor that problem. The Student is

'

predeternuned, nunnnlmduih/vd
in shills 1
avunnad by sabrectmarter experts o }n standard should hvmm most from this

tab tor mdbwdudhisaton

the
which BIP prosen
ncontaged teoremand the model s opivoone of many possible solutions. BIP asks

Pl'
Upen completion of Lk,
the spdent whether he or shie Bas solved the proble, then asks (for each of the
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>

skills-assoeiated with the ‘task) whether more practice is needed on that skill. In
addition to the information gained from this student self-analysis. BIP also stores
the result of a comparison between the student's program and the model
solution. based on the output of both programs when run on a set of test data.
The student’s responises to the interview and the results of the program compari-
son are used in future BIP-generated curriculum decisions. BIP informs " the
student that the task has been completed, and either allows the student to select
the next task by name (from an off-line printed list of names and pmblem
texts). or makes the selection for the student.

An example of thJ role of the Information Network in BiPs t_umrial capabil-
ities is the BIP-generated curriculum decisions mentioned above. By storing the
student’s own evaluation of his or her skills, and by comparing the student’s
solution attempts to the stored models, BIP can be said to “learn™ about each
student as an indvidual who has attained a gertain level of competence in the
skalls associated with each task. For example, BIP might have recorded the fact
that a given student had demonstrated competence (and confidence) in the skill
of assigning a literal value to a variable (2.g., N = 1), but had fuailed to master the .
skill_of incrementing a counter variable (e.g., V=N + 1). BIP can then search the
m.twurk to locate the skills that are appropriate to cach student’s abilities and
present tasks*that incorporate those skills. The network provides the base from
which BIP can gencrate decisions-that'take into account both the subject matter
and the student, behaving somewhat like a human tutor in presenting material
that eithier correets specific weaknesses or challenges and extends particular
strengths, proceeding mto as yet unencountered areas,

The BIP program: has been runnming successfully with both junior college and
umversity students. However #the program is still very mucli in an experimental
stage. From a psychological viewpoint, the principal research issues deal with (1)
prmcduru for obtaining on-line estimates of student abilities as represented in
lhc information - netwoyk. and {2) alternative methods for using the current
estimates i the information network to make instructional decisions. Neither of
these ssties 1s testricted to this particular course, and a4 major goal in the
development of BIP 1» to' provide an instructional maodel suitable to a variety of
different subject areas. Two topics must be discussed in relation to this goal: the
nature of appropriate subject areas and-the-general characteristics of the BIP-like
stiucture that maké it particutarly useful in teaching such subjects.

A subject well sited to this approach generally fits the following deseription:
it has clearly definable, demonstrable skills, whose relationships are well I\n()Wnr
the real content of the subject matter is of a problem-solving, rather than ‘a
fact-acquinng, natare. the problems prosented to the student involve nvcrl.lppmg
wis of skalls, and o student’s soliton to a mven problem cun be judged as
adequate or nadequate with some degree of contidence. The BASIC language.
taught by BIP. 15 one such subject. byt the range of appropriate curriculums goes
well beyond the drea of computer science. For example, clementary statistics
conld he raught by a similar approach. as could algebra, navigation, accounting.
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or organi chemustry. Al these subject areas mvolve the maitpulation of mfor-
matten by the student toward a Known goal. all involve processes that can be
earrzed ut o spabated by a compuiter. and all are based on a body of skills’
whose aequisition by the student can be meastired with an aceeptable degree of
JCCUTACY ; . R ' :
Becatse they require the development of pioblem-solving skills, rather than
the memorization ot facts, these subject arcas are frequently ditficult 1o master
and difficult to tutor, especially using standard CAl techniques. Oue limitation
ob such standard techmiques s thett dependence on a “right™ answer to a given
question sr problem, wlich preclides active studerst participation in a problem-
salving process consisting of many steps, none ot which can be evaluated s
corract or mearrect exeept within the context of the solution as a whole. In
addition, standard CAL techniques usnally' consist of an instrictjonal facility
dlene - omechansm by which mtormation is presented and responses are jndged.
This facility can be hoked to a tme probleme-sélving facility that allows the
student 1o provesd through the steps to a solution, but the link does not allow
the franster of atonmation between the instructional and the problem-solving
porfions ol the progiam. The complete mtegrangn of the two parts is a key
feature of BIP. making 1t appropriate to instruction in subject areas that have
been madequately treated m CAL o
The most general characterssties of the “network™ structire inchide d.represen-
tatton of the currentan in terms of the specitic skills required in its mastery and
a4 representation of the student's curent levels of competence in cacly of the

Sshalls he has been required o use. Indwvidual record-keeping relates cach stu-
dent's progress 1o the curricalant at all times, and any number of schemes may
be waed to apph hat relationshup to the selection of tasks or the presentation of -
additonal mtormation, hines advice, et

Anmportant clement of our network structure s the absence of an estab-
Ished patls through the carricnium, providing the built-in flexibility (like that of
4 human tutor) to respond to mdividual stwdents” strengths and weaknesses as
s student weaky wath the coure: This can only he accomplished through a
varstul anabv s ad precie speaitication ot the skifls inherent in the subject
matter. the comstruction oba thoroush curmeniim providing in-depth experience
with alb the skilse and a0 structure of associations among clements of the
soreicotum thatallows tor the implemtentation of various instructional strategies.
Fostrsectrorad by s complemented by research Hexibility in such a struc-
s hecgnse sthe mature oob the associations can be modisied tor different
experimental praeposes. Onge the elements of the network have been estublished,
Wk e mples doochanee the prerequisite: relationship between two
problom . or topeoty ahigher fevel ot competence i a given skill as a eriterion

CEETRTO

The consderable complesity mvolvad o prosramnung this hind of flexible
MEUITIT mpesen cortn imitation Standard CAL “author languages™ are not

ppropiate o thee network appredch, and constructing a CAL conrse on BIP's
; ) N :
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pattern is not a task to be undertaken by the educator {or rescarcher) who has
no programming support. The usefulness of author languages is their simplicity,
which allows subject-matter experts to prepare course material relatively quickly
and casily. Most author languages provide for alternative paths through a
curriculum, tor alternative answer-matching schemes, and so forth; considerable
complexity is certainly possible. However, the limits, once reached, are real, and
the author simply cannot pr‘md the sophlstlcatmn of his course beyond those
limits. -

The programming support required by the network approach, on the other
hand, implies (1) the use of a general, powerful language allowing access to all
the capabilities of the computer itself, and (2) a programming group with the
training and cxperience to make full use of the machine. It has been our
experience that the flexibility of a general purpose laniguage, while expensive in a
numbet of ways, is worth the costs by virtue of the much greater freedom it
allows in the construction of the curriculum and the implementation of experi-
mental conditjons. "For a more complete description of BIP and a review of our
plans fnr furtlier rese: m.h see Barr, Beard. and Atkinson (1974). -

"INSTRUCTION IN INITIAL READING
(GRADES 1-3)

Our first efforts to- teach reading under, computer control were aimed at a total
curriculum that would be virtually independent of the classroom teacher (Atkin-
son, 1968). These early efforts proved reasonably successful, but it soon became
apparent that the cost of such a program would be prohibitive if applied on a
large-scale basis. Further. it was demonstrated that some aspects of instruction
could be done very effectively using a computer, but that there were other tagks
for which the vomputer did ot have any advantages over classroom teaching.
Thus, during the last four years..our orientation has changed and the goal now is
to develop low-cost CAI that supplements classroom teaching and concentrates
on those tasks in which individualization is critically important.?

Reading Curriculum

 Reading instruction can be divided into two areas which have been referred to as
“decoding”™ and “‘communication.” Decoding. is the rapid, it not automatic,
association of phonemes or phoneme groups with their respective graphic repre-

-

*A student terminal in tlie current program consists only of a Model-33 teletypewriter
with an audio headset. There is no graphic or ‘photographic capability at the” student
terminal as there was in our first system, and the character set of the teletypewriter includes
only uppercase letters. On the other hand, the audio system is extremely dlexible and
provides virtually instantancous access to any one of 6,000 recorded words and messages.
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Skill

I
Letter
Idenfification

Y

Sight - Word
Recognition
I o ‘ ——
Spelling . '
Patterns » A

a*

Phonics

Y
Spelliag

' 1" A -
’ Word
Comprehensidn

. Sentence
* Comprehension

FI1G. 3 Schematic presentation of the strand structure. Entry into cach strand depends on a
student’s performance in earlier strands, The vertical dotted lines represent maximal rate
contours which control the student’s progress-in each strand relative to the other strands.

S

§Lntdt10ns Comniunication involves reading for meaning. aesthetic enjoyment,
cmphasis, and the like. Our CAI program provides instruction in both types of
tasks, but focuses primarily on decoding. The pt: »ram is divided into eight parts
or strands, As indicated in Fig. 3, entry into a strand is determined by the
student’s level of achievement in the other strands. Instruction begins in Strand
0, which teaches the skills required to interact with the program, Entry into the
other strands is-dependent on the student’s performance in earlier strands. For
example, the letter identification strand starts with a subset of letters used in the
carliest sight words. When a student reaches a point in the letter identification
strand where he has exhibited mastery over the letters used in the first words of
the sight-word strand, the student enters that strand. Similarly, entry into the
spelling-pattern strand and the phonics strand is controlled by the student's
placement in the sight-word strand. On any given day, a student may be seeing
. exercises drawn from as many as five strands. The dotted vertical lines in Fig. 3
represent “‘maximal rate contours,” which control the student’s progress in each
strand relative to progress in other strands. The rationale underlying these
contours is that learning particular materiaf in one strand facilitates learning in
another strand; thus, the contours are constructcd so that the student learns
»specific items from one strand in conjunction with specific items from other
strands.

PAruitext provided oy enic [l
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The CAI program is highly individualiced so that a trace through the curricu-
lum is unique for cach student. Qur probiem is to specify how a given subject’s
response history should be used to make instructional decisions. The .approach
that we have adopted is to develop mathematical models for the acquisition of
the various skills in the curriculum, and then use these models to specify optimal
sequencing schemes. Basically, this approach is what has come to be known in
the engineering literature as “‘optimal control theory,” or, more simply, “control
theory.” In the area of instruction, the system to be controlled is the human
leatner rather than a machine or group of industries. If a learning model can be
specified, then methods of vontrol theory can be used to derive optimal
instructional stratigics.

Some of the optimization procedures will be reviewed later, but in order for
the reader to have some idea of how the CAI program operates, let me first
deseribe a few of the simpler exercises used in Strands II; U1, and IV. Strand 11
provides tor the development of a sight-word vocabulary. Vocabulary items are
presented in five exercise formats: only the copy exercise and the recognition
exercisc will .be described here. The top panel of Table 1 illustrates the copy

“exercise, and ‘the lower panel illustrates the recognition exercise. Note that when
Tarstudent makes an error, the system responds with an audio message and prints

TABLE1
Examples of Two Exercises Used in Strand 11
(Sight-Word Recognition)*

Telety pewriter . Audio
display message

Copy exercise

The program outputs - PIN ~ (Type pen.)

The student responds by typing PEN )

The program outputs . (Great!)

The program outputs GG (Type egg.)

The student responds by typing FI'F -

The program outputs ’ HITEGG (No, egg.)
Recognition exercise

The program outputs PEN NET EGG (Type pen.) .

The student responds by typing ~ PEN - i

The program outputs +

The program outputs ) PEN EGG NET (Type net.)

The student responds by typing 0 NET N

The program outputs . + (I'abulous!)

aThe top panel displays the copy exercise and the bottom the
o . recognition exercise. Rows in the table cortespond to successive
. - lines on the teletypewriter printout,
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vut the correct response. In carlier versions ot the program. the student was
required to copy the correct response following an error. Experiments demon-
strated that the overt correction procedure was not particularly effective: simply
display g tlre correet word following an error provided more useful teedback.
“Strand 1 offers practice with spelling patterns and cinphasizes the regular
grapheme-phonene eorrespondences that exist in English. Table 2 illustrates
exercises from this strand. For the exercise in the top panel of Table 2,-the
student.is presented with three words involving the same spelling pattérn and is
required to select the correct one based on its initial letters. Onee the student
has learned to use the initial letter or letter sequerntce to distinguish between
words, he moves to the recall exercise illustrated in the bottem panel of Table 2.
Here the student works with a group of words, all involving the same spelling
pattern. On cach trial the audio system requests a word that requires adding an
mitil comsomant or consonant clustef to the spelling pattern mastered in the
preceding exerese. Whenever a student makes a correct response, a ‘“Fsign is
printed on the teletypewriter. In addition, every so often the program will give
an audio feedbuck messaged these messages vary from simple ones like “great,”
“that’s fabulous.™ “vou're doing brilliantly ) to some that have cheering. clap-
ping. or bells ringing in the background. These messuges are not generated at
random. but depend on the studeint’s performance on that particular day.

When the student has mastered a specified number of words in the sight-word
sgand. he or she begins exercises in the phonics strand; this strand concentrates
on-initial and fipal consonants and consonant clusters in” combination witly
medial vowels. As m most linguistically orientated curricula. students are not
required to rehearse or identity consonant sounds’in isolation. The cinphasis is
o patferus of vowels and consonants that bear regular correspondences to

TABLE 2 I
Examples of the Recognition and Recall Exercises Used in
Strand 1H {Spelling Patterns)

e I

[eletypewriter fAu(lio
display message
Revognition exeguise H
’ The program outputs KEPT SLEPT CREPT (Type kept.)
The student responds by tvpine  KEPT

The program outputs +

Kecall exercise

The prosram outputs : {Type crept.)
Ihe student responds by typing  (CREPT °
The program outputs L (That’s fabulous!)
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TABLE 3
Examples of Two Exercises from Strand [V {Phonics)

Teletypewriter | Audio
display message

Recognition exercise

The projram outputs ~IN-IT ~IG (Type /1G/ as in fig.):
The student responds by typing (¢ :
The program outputs + (Good!) .
The program outputs ~-1T -IN ~-1G (Type /IT/ as in fit.)
The student responds by typing T )
The program outputs +
R Build-a-word exercise
The program outputs ~IN -IT ~IG
p- - (Type pin.)
The student responds by typing PIN &
The program outpuls + (Great!)
The program outputs ~1G ~IN -IT o
. ’ : Fe - (Type fig.)

'The student responds by typing FIN
The progrant outputs [HI¥1G (No, we wanted. fig.)

phonemes. The phonic strand is the most complicated one of the group and
involves eight exercise formats; two of the formats will be described here. The
upper pancl of Table 3 illustrates an exercise in which the student is required to
identify the graphic representation of phonemes occuring at the end of words.
Each trial" begins with an audio presentation of a word that includes the
phonemes, and the student is asked (o identify the graphic representation. After
mastering this exercise the student is transferred to the exercise illustrated in the
bottom panel of Table 3. The same phonemes are presented, but now the
student is required to construct words by adding appropriate consonants.

Optimal Sequences for Individual Students

. This, has been a briet overview of some of the exercises used in the curriculum;a

ERI!
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more detailed account of the program can be found in Atkinson, Fletcher,
Lindsay, Campbell, and Barr (1973). The key to the curriculum is the optimiza-

‘tion schemes that control the sequencing of the exercises; these schemes can be

classified at three levels. One lévql involves decision making within each strand.
The problem is to decide whicli items to present for study, which exercise
formats to present them iny and when to schedule review. A complete response .
history exists for each student,/and this history is used to muke trial-by-trial
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decisions regarding what to present next. The second level of optimization deals
with decisiois about allocation of instructional time among strands for a given
student. At the end of an instructional session. the student will have reached a
certain point in each strand and a decision must be made about the fime to be
allocated to cach strand in the next session. Ihe third level of optimization deals
with the distribution of instructional time among students. The question here is
to allocate computer time among students to achicve instructional bbjectives
that are defined not for the individual student but for the class as a whole. In
some global sense, these three levels of optimization should be integrated into a
unified program. However. we have been satistied to work with cach scparately,
hoping that later they can be meorporated into a single package.

Optimization within a strand (what has been called Level 1) can be illustrated
using the sight-word strand: The strand comprises a list of about 1,000 words:
the words are ordered in terms of their frequency in the student’s vocabulary,
and words at the beginning of the list have highly regular grapheme-phoneme
correspondences. At any point in time a student will be.working on a limited
pool of words trom the master list; the size of this working pool depends on the
student’s ability level and is usually between 5 and 10 words. When one of these
words is mastered. it is deleted from the pool and replaced by the next word on
the list or by.a word due for review. Figure 4 presents a flow chart for the
strand. Each word in the working pool is in one of five. possible instructional
states. A trial involves sampling a word from the working poul and presenting it
in an appropriate’ exercise format. The student is pretested on a word the first
few times it is presented to eliminate words already known. [f the student knows
the word it will be dropped fron: the working pool. If not. the student first
studies the word using the recognition exercise. If review is reauired. the student
studies the word again in what is designated in Fig. 4 as Exercises 4 and 5.

As indicated in Fig. 4. a given word passes from one state to the next when it
reaches criterion. And this presents the crux of the optimization problem, which
is to define an appropriate criterion for cach exercise: This has been done using
simple mathematical models to describe the acquisition process for cach exercise

and the transter functions .that hold between cxercises (Atkinson & Paulson,
1972). These models are simple Markov processes that provide reasonably
accurate aceounts ol perfornance on our tasks. Pararacters of the maodels are
detined as functions of two factors: (1) the ability of the particular student and
(2) the-ditticulty of the particular word. An estimate of the student’s ability is
“obtained by analyzing his or her response record on all previous words. and an
estimate of a word’s difficulty is obtained by analyzing performance og that

FIG. 4 Partia) flow chart for Strand 11 siehit-wond recogntition). [he various decisions
representad 1 the boftom part of the chart are based on fairly complicated compatations
that make use of the student’s response history. The same recognition exercise is used in

A‘\’ 4

both state S, and 5.
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particular word for all students run on the program, The student records are
continually updated by the computer and are used to compute a maximum
likelihood estimate of cach student’s ability factor and each word’s difficulty
factor. Given' a - well-defined model and estimates of its parameters, we can use
the methods of control theory to define an optimal criterion for each exercise.

" The criterion will vary depending on the difficulty of the item, the student’s

ability level, and the precise sequerice of correct and incorrect responses made
by the student to the item. 1t is important to realize that the optimization
scheme is not-a simple branching program based on the student’s last responsé,
but depends in a complicated way on the student’s complete response history.

Optimization between strands {what has been called Level I1) was mentioned
carlier in the description of maximum-rate contours. In some respects this
optimization program is the most interesting of the group, but it cannot be
explained without going into considerable mathematical detail. In essence, a -
learning model is developed that specifies the leurning rate on each strand as a
function of the amount of material that has been mastered in each of the other
strands. Using mathematical methods of control theory, an optimal instructional
strategy is determined based on the model. This strategy defines a'closed-loop
feedback controller that specifies daily instructional allocations for each strand
based on the best current estimate of how much the student has mastered in
each strand. Anaccount of the theoretical rationale for the progrant is presented
in Chant and Atkinson (1973).

Optimizing Class Performance

Next let us consider an example of Optimization at what has been called Level
1. The effectiveness of the CAIL: program can be increased by optimally
allocating instructional time among students. Suppose that a school has bud- °
geted a lixed amount of time for CAI and must decide how to allocate that time
among d cluss of first-grade students. For this example. maximizing the effective-
ness of the CAL program will be interpreted as meaning that we want to
‘maximize the class performance on a standardized reading test administered at
the end of the first grade.-

On the basis of prior studies. the following equation has been developed to
predict performance on a standardized reading test as a function of the time a
student spends on the CAT system: ) '

Pt:d) = A(i) - BU) expl—~C()] .

- The equation predicts Student s performance on 2 standardized test as a -

function of the time. 1, spent on the CAl system during the school year. The
parameters A(Z). B(i), and (i) characterize Student 4, and vary from one student
to another. These parameters can be estimated from scores on rcading readiness
tests and from the student’s performance during his first hour ‘of CAI. After

b
>
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estimates of these parameters have-been made. the above equation can be used
to predict end-of-year test scores as.a function of the CAI time allocated to that
“student. :

Let us suppose that & school has budgeged a fixed amount of time T on the
CAl system for a first-grade class of N students; further, suppose that students
have had reading readiness tests and a preliminary run on the CAl system so that
estimates of the paramutcrsA B, and C have been made for each student. The
problem then is to allocate time 7 among the NV students so as to optimize
learning. In order to do this, it is first necessary to have a model of the learning
process. Although the abuve equativn does not offer a very detailed account of
learning. it suffices as a model for purposes of this probfem. This is an important
point to keep in mind: the nature of the spucnﬁc optimization problem deter-
mines the level of complexity that necds to be rpresented in the learning model.-
For some optimization problems, the model must provide a relatively detailed
account. of learning to specily a viable strategy. but for other problems a 51mple
desmptwc C(]lldtl()n may suftice. .
» I addition -to 3 model of the learning process, we must alsé specify an

- instructional objective. Only three possible objectives will be considered here:

I. Maximize the mean value of P over the class of students.
I1. Minimize the variance of P aver the class of students.
[11. Maximize the mean value of P under the constraint that the resulting
_ varidnce of P is less than or equal to the variance that would be obtained if
no CAI were administered.

Oh]eulm I maximizes the gain for the class as « whole: Objective 11 reduces
differences among students by making the class as homogeneous as possible: and
Objective NI attempts to maximize the class performance while insuring that
differences among students are.nog amplified by CAIL If we select Objective I as.
the instructional” objective. then the problem of deriving dn optimal strategy
reduces to maximizing the function:

AU 2. o] = 254 4D = BOexpl=()C) 1},
{ ‘ .

HD+ 2+ - + 1N =T,

M
where (i) is the time allocated to Student i, This maximization can be done
using the methods of dynamic programming. To illustrate the approach, compu-
tations were made for a first-grade class for which the parameters A, B, and C
had been estimated for each stypdent. ‘Empl(_)ying these estimates, computations
were carricd out to determine the time allocations that maximized the above
equationf For the optimal policy. the predicted mean performance level of the 1\
class on‘the end-of-year tests was 147 higher than a policy that allocated time
equally arong students (i.c., ail cqual-time poluy where t(t\ = TN for all §). -
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TABLE 4
Predicted Percent Gain in the Mean of P and
iv: the Variance of 2 When Compared with the
Mean and Variance of the Equal-Time*Policy

Instructional objective )

©

i 1 I
Gain in mean of P (77) 14 ~15 8
Gain in variance of P (%) | 15 -2 -6 )

-This gain represents a substantial improvement; the drawback is that the class
variance is roughly 15% greater than the variance for the class using an equal-
time policy. This means that if we are only interested in raising the class average,
we will have to give the rapid learners substantizlly more time on the CAl system
and let them progress far beyond the slow learners.

Although a time allocation that complies with Objective I does increase overall

_ class performance, -other objectives need to be considered. For comparison, time
allocations also were computed for Objectives IT and I1I. Table 4 presents the
predicted gain in average class performance as a percentage of the mean value for

“the equal-time policy. Objective 11 yielded a negative gain in the mean; and so it
should, since its goal was to minimize variability, which is accomplished by
reducing the time allocations for rapid learners and giving more attention to the
slower ones. The reduction in variability for Objective 11 is 12%. Objective I,
which strikes a balance between Objective I and Objective 11, yields an 8% gain
in mean performance yet reduces variability by 6%. . . _

In view of these results, Objective IIT would be preferred by most educators - .
~and Jaymen. It offers a subsfantial increase in average performance whil® main-
taining a low level of variability. These computations make it clear that.the
selection of an instructional objective should not be done in isolation but should
involve a comparative analysis of several objectives, taking into-account more.
° than one dimension of performance. Even if the principal goal is to maximize
- ‘the class average, it is inappropriate .in most educational situations to select.
Objective I over- I if it is only slightly better for the class average, .while
permitting variability to mushroom.?

Effectiveness of the Reading Program

- Several evaluation studies of the reading program have been conducted in the
last few years. Rather than review these here. | would prefer to describe one in
some detail (Fletcher & Atkinson, 1972). In this particular study, 50 pairs of

*For a more detailed discussion .of some of the issue involved fn sclecting objective
functions see Jamison, Fletcher, Suppes, and Atkinson (1975). v :
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kindergarten students were ma‘luhed on number of V'mables including sex and

assigned to the experimental group and the other to the control group. Students
in the experimental group received CAl, but only during the first grade; students
in ‘the control group received no CAIL. The CAI lasted approximately 15 min per
" day?; during this period the control group studied reading in the classroom.
Except for this 15 min period, the school day for the CAl group was like that of
the control group. Standardized tests were administered at the end of the first
grade and again at the end of the second grade. All the tests showed roughly the
“same pattern of results; to summarize the findings, only. data from the California

grade, the experimental group showed a.5.05-month gain over the control group.
The groups. when tested a year later (with no intervening CAl treatment),
showed u difference of 4.90 months. Thus, the initial difference observed
following one year of CAI was maintained, although not amplified, during the
second year when no CAI’ ‘was administered to either group.

No definitive conclusions can be drawn from evalnation studies of this sort
about the speuflc contributions of CAI versus other aspects of the sithation.

well as other factors. To do the type of study that would isolate the.important
variables is too large an undertaking t» be worthwhile at this juncture in the
development of the reading program. Thus, to some extent it is a matter of
judgment in deciding which variables account for the differences observed in the
above study. In my view, individualizing instruction is the key factor in success-
fully teaching reading. This does not mean that all phases of instruction should
be individualized, but certain skills can be mastered only if instruction is
sensitive to the student’s particular difficulties:” A ¢cading teacher interacting on
a one-to-one basis with a student may be more effective than our CAI program.
Hotwever, when working with a group of children (even as few as four or flVC) it
is unlikely that the teacher can match the computer’s effectiveness in makmg
instructional decisions over-an extended period of time.

. SECOND-LANGUAGE VOCABULARY LEARNING

our research on computerized instruction has been to develop adaptive teaching
procedures- procedures that make moment-by-moment decisions about which
instructional action should be taken next based on the student’s unique response
history. To help guide the theoretical aspects of this work, some years ago we

*In this. sludx rum attempt was made to ullocu'é {ime optimally among students in the
experimental group; rather, an equal-time policy wasemployed.
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readiness scores. At the stast’ of the first grade, one member of each pair was

Cooperative Primary Reading Test will be described At the erd of the” first

Obviously the curriculum materials used in the CAI program are important, as ™

n this section, research on CAIl programs for second-language vocabulary learn-
ing will be discussed. As noted elsewhere in this chapter, the principal goat of .
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- initiated a series of experiments on the very restricted but well-defined problem

of optimizing the teaching of a foreign-language vocabulary, This is an .area
where mathematical models provide an accurate description,of learning, and
these models can be used in conjunction with the methods of control theory to
derive precise algorithms for sequencing instruction among vocabulary items.
Although our original interest {n this topic was primarily theoretical, the work
has proved to have significant practical applications. Thcscﬁpplications involve
computerized vocabutary learning programs designed to supplement college-level

" courses in second-language instruction. A particularly interesting effort involves
. desupplementary Russian program in use at-Stanford University. Students are

exposed to approximately 1,000 words per academic quarfer using the com-
puter: in conjunction with normal classroom work this program enables them to
develop a substantial vocabulary;S“Many foreign-language instructors believe that
the major obstacle to successtul instruction in a second language is not learning
‘the grammar of the langnage, but rather in acquiring a sufficient vocabulary so
that the student can engage in meaningfyl conversations and read materials other

than the textbouk.. . -

[n examining the work on vacabulary acquisition 1 will not describe the CAI
programs, but will review some research on optimal sequencing schemes that
provide the theoretical rationale for the programs. It will be useful to describe
one experiment in some detail before considering more general issues.

An Experiment on Optimal Sequencing Schemes

. Q
In this study a large set of German—English items are to be learned during an
instructional session that involves a series of trials. On each trial, one of the
German words is presented and the stGdent attempts to give the English
translation: the correct translation is then presented for a byief study period. A

- predetermined_number of trials is allocated for the instructional session, and

after some intér\’/cning period a test is administered over the entire vocabulary.
The problem is to specify a strategy for presenting items during the instructional
session so that performance on the delayed test Will be maximized. Ly :
Four strategics for sequencing the instructional materiad will be cofisidered.”
The random-order strategy, (RO), is to cycle through the set of items randomly;
this strategy is not expected to be particularly effective. but it provides a
benchmark against which to evaluate other procedures, The self-selection
strategy (SS). is to let the student determine how best to se,(jucncc the material.
In this mode. the student decides on each trial which item is to be presented; the *
Jearner rather than an external controller determines the sequence of instruction.

. . . o )
[hese CAT vocabulary programs make use of optimal scquencing schemes of the sort to
be discussed in this section, as well as tertain mnemonic dids. For a discussion of these
mremonic aids see Raugh and Atkinson ((975) and Atkinson and Raugh (1975).
\ i .

\
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The third and fourth schemes are based on a decision-theoretic analysis of the
task. A mathematical model that? provides an accurate account of vocabulary
acquisition is assumed to hold in thé present situation. The model is used to
compute, on a trial-by-trial basis, an individual student’s current state of learn-
ing. Bascd on these computations, items are %clected for test and study so as to
optimize the level of learning achieved at the termination of ‘the instructional
session. Two optimization strategies derived from this type of analysis will be
examined. In one case, the computations for determining an optimal strategy are
carried out®assuming that all vocabulary items are of equal difficulty; this
strategy is designated OE (i.., opttmal"under the assumption of equal item
difficulty). In the other case, the computations take into account variations in '
difficulty level among items; this strategy is calied OU (i.e., optimal under the
assumption of unequal item difficulty). The details of these two strategics will
be described Jater.

The experiment. was v..amcd cut under computer control; the details of the

~experimental procedure ‘are given in Atkinson (1972b). The students partici-
pated in two sessions: an * instructional session” of approximately two hours
and a bricfer “delayed-test session” administered one week later. The dclayed
test was the same for all students aud involved a test over the entire vocabulary.
The instructional session was more complicated. The vocabulary items werg o
divided into seven lists, cach containing 12 German words; the seven lists were
arranged in a round-robin order. On each trial of the instructional session a list
was displayed on a projection screen, and the student inspected it for a brief
period of time: the list involved only the 12 German words and not their English
translations. Then one of the items on the list was selected for test and study: In
the RO, OE, and OU conditions the item was sclected by the computer; in the
SS condition the item was chosen by the student. After an item was sclected for.
test, the studcnt 'tttCmplt.d to prov:dc a translation by typing it on the computer
console; then feedback regarding the correct translation was given. The aext trial
" began with the computer displaying the next list in the round robin, and the
same procedure was repeated. The mstrttcttonal session continued in ﬂtts fashion
for 336 trials.

The results of the experiment are summartzcd in Fig. 5. Data are presented on
the left side of the figure for performam.e on successiverblocks of trials during
the instructional session: on the right are results from the test session adminis-

“tered one week after the instructional session. The data from the instructional

" .session are presented in successive blocks of 84 trials; for the RO cordition this
means that on the average cach item was presented once in each of these blocks.
‘Note that pcrformancc during the instructional session is best for the RO = -~
condition, next best for the OE condition which is slightly better than the SS
condition, and poorest for the QU condition. The order of the groups is reversed ..

on the delayed test. (Two points are displayed in the figure for the delayed test

to indicate that the test involved two random cyclcs through the entire vocabu-
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8 _ &——— 9 OPTIMAL STRATEGY -
] N {Unequai Parometer Case )

SELF-SELECTION

OPTIMAL STRATEGY
(Equal Parameter Case)

-RANDOM SEQUENCE

i

PRQPORTION CORRECT

0 L g
| 2 3 a4 . DELAYED TEST / -

SUCCESSIVE TRIAL BLOCKS SES™ N .

CINSTRUCTICNAL SESSION) ,

A

FIG.5 Proportion of correct responses in successive trial blocks durmg the 1n<lrllct10nal
session and on the delayed test administered one week later.

lary: however, the values given are the 2 average over the two test cycles ) The OU
condition is best with a correct response probability of .79; the SS condition is
next with .58; the OE condition follows closely at .54 and the RO condition is
~ poorest at .38. The observed pattern of results is what one would expect. In the
SS umdmon the students are trying to test themselves on items they do not
know; consequently, durmg the instructional session, they should have a lower
proportion of correct responses than students run on the RO procedure where
items are tested at random. Similarly, the OE and OU conditions involve a
procedure that 4ttempts to identify and test those items that have not yet been
mastered and should produce high error rates during the instructional session.
Thie ordering of groups on the delayed test is reversed since all words are tested *
in”a nonselecfive fashion: under these conditions the proportion of correct
responses provides a measure of a student’s true mastery of the total set of
vocabulary items, .
The magnitude of the effects obscrvcd on the' delayed ‘test are of practical
significance. The SS condition (when comparéd to the RO condition) leads to a
relative’ gain of 53%, whereas the OU condition yields a relative gain of 108%. It

3
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is interesting that students were somewhat effective in determining an optimal

study sequence, but not so effective as the best of the two adaptive teaching

systems. . ‘ .

F\'atiQnale for Sequencing Séheme

Both the OU and OE schemes assume that vocabulary learning can be described
by a fairly simple model. We postulate that a given item is in one of three states
(P, T, and ) at any moment in time. If the iter is in State P, then its translation
s known and this knowledge is “relatively” permanent in the sense that the
learning ot other items will not interfere witl it. I1 the item is in State 7, ‘then it

tis also known but on a “temporary™ basis: in State 7 the learning of other items

can give rise to intgffcrcncc effects that cause the item to be forgotten. In State
U7 the item is not known, and the student is unable to give a translation.

When Item § is presented on a trial during the instructional session, the
following transition matrix describes the possible change in its state:

PT U
Pl 0 "0
Ui =Tl 1-xti) 0.

Ul vy =y 1-x({)—z)

Rows of the matrix represent the state of the item at the start of the trial, and -

columns the state at the end of the trial. On a trial when some item other than
ltem 7 is presented for test and-study. transitions in the state of ftem 7 also may

take place. Such trausitions can occur only if the student makes an error to the

other item: in that case the transition matyix applied to ltemi is as tollows

; ) P T U »
‘P;; 0 0 |
o ma=Tlo 1 SA) R
vlo o 1

Basically. the idea is that when some other ifem is presented that the student
does not know, forgetting may occur for Ttem 7 if it is in State T
To summarize, when Item { is. prcscntul Yor test and study. transition matrix

(i) is applied: when some other item is presented that elicits an error, matrix’

= F(i) is applicd. Tt is also assumed that at the start of the instructionak session
Ttem i is cither in State P with probability g(7), or in State U, with probability: |
- g(i): the student either knows the trzms_lzltim{ without having studied the item
or dogs-not. The above assumptions provide a complete description of the
‘learning process. The parameter vector [x(). y(i), z(§). fid), g(i)] characterizes

'ERIC o111 ~

Aruitoxt provided by Eic:




+ERI

: ,

104 RICHARD C. ATKINSON

the learning of Ttem 7 in the vocabulary set. The {irst three parameters govern the
acquisition process: the next parameter, forgetting: and the last, the student’s
knowledge prior to entering the experiment.

We now turn to & discussion of how the OF and OU procedures were derived
from the model. Prior to conducting the .xperiment reported here, a pilot study

was run using the same word-lists and the RO procedure described above. Data”

from the pilot study were employed to estimate the parameters of the model;
the estimates were obtained using the minimun’ chi-square progedures described
in Atkinson (1972b). Two scparate estimates of parameters were made, In one
case it was assumed that the items were all equally difficult, and data from all 84
items were lumped together to obtain a single estimate of the parameter vector;
this estimation procedure will be called the equal-parameter case (£ case). In the

second case the data were separated by items. and an cstimate of the parameter:

veetor was made for cach of the 84 iters: this procedure will be called the
unequal-parameter case (U case). The two sets of parameter estimates werc then
used to generate the optimization schumus previously referred to‘as the OE and
OU procedurres.

In order to formulate an mstrucnmml strategy, it is necessary to be precise
about the quantity to be maximized. For the present experiment the goal is to
maximize the total number of items the student correctly translates on the
delayed test.® To do this, we need to specify the relationship between the state
of learning at the end of the instructional session and performance on the
delayed test. The aSsumiption made here is that only those itenis in State P at the
end of\the instructional session will be translated correctly on the delayed test;
an 1tem in State T is presumed to be forgotten during the mtervemng week.
Thus. the problem of maximizing delayed-test performance involves maximizing
the number of items in State 2 at the end of the instructional session. -

Having numerical values- for. parameters and knowing a student’s response

history, it is pObSlblL to, t.stmmtu the student’s current state of learning.” Stated -

“Other measures can be used to assess the benefits of an instrue imn.ll stntu;yx for
example, in this case weightscould be assigned to items measuring their relative unpnrlmcc
Also costs iy be associated with the various actions taken during an instructional session,
_Thus, for the general case, the nptmumtmn problem involves assessing costs and benefits
and finding a strategy that maximizes. an appropriate function defined on them. For a
“diseussion ot these points sce Dear, Sithcrman, Estavan, and Atkinson (1967). and Snmll-
woud (1962, l‘)7l) ‘ '

“The student™s “response history™ *is a record for cach trial of the vocabulary ilcm

. presented and the response that oceurred. Tt can be shown that there exists 1 “sufficjent .

lustory™ that contains only the information necessary to estimate the stydent’s surrent state-

of learning: the sufficient history is a function of the complete history and the assumed
Jearnmg model (Groen & Atkinson, 1966). Tor the mddel considered in this paper the
sufficient history ts fairly simple. It is specitied in terms of individual vocabulary items for
uuh students we need to know_the ordered sequence of correct and incorrect responses to a
mv»n tem plus the number of errors (to other jtems). that mu.rvuu between cac h
pruunt.mnn of thc ttem,

S
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more -precisely, the learning model can be used to derive equations and, in turn,
* compute the probabilities of being in States P, T, and U for each item at the
start of any trial, conditionalized on the student’s response history up to that
trial- Given numerical estimates of these probabilities, a strategy for optimizing
performance is to select that item for presentation that has the greatest proba-
bility of moving into State P. This strategy has been termed the one-stage
optimization procedure because it looks ahead one trial in making decisions. The
_true optimal policy (i.e., an N-stage procedure) would consider all possible
item—response sequences for the remaining trials and select the next jitem so asto
maximize the number of items in State P at the termination of the instruc-
tional session. Unfostunately, for the present case the /N-stage policy cannot be
~ applied because the computations are too time consuming even for a large
computer. Monte Carlo studies indicate that the one-stage policy is a good
approximation to the optimal strategy; it was for this reason; as well as the
relative ease of computing, that the one-stage procedure was employed. For a
- discussion of one-stage and N-stage policies and Monte Carlo studies comparing
them see Groen and Atkinson (1966), Calfee (1970), and Laubsch (1970).
The optimization procedure described above was implemented on the com-
puter and permitted decisions to be made for each student on a trial-by-trial
. basis. For students in the OE group, the computations were carried out using the
five parameter values estimated under the assumption of homogeneous items

* (E case); for students in the OU group the computations were based on the 420 - -
parameter values estimated under the assumption of heterogeneous items (U ’
" case).

The OU procedure is sensitive to interitem differences and consequently

generates a more effective optimization strategy than the OE procedure. The OE

'vproeedure however; is almost as effective as having the student make his own
instructional decisions and far superior to a random presentation scheme.

" The study reported here is one in a series of experiments dealing with optimal
sequernicing schemes. It was selecied: because it is easily described and- permits
direct comparison between a learner- controlled procedure versus procedures
based on a decision-theoretic analysis. For a review of other studies similar to
the one reported dbove see Chiang (1974), Delaney (1973), Laubsch (1970),
Kimball. (1973). Paulson (1973), and Atkinson and Paulson (1972) Some of
these studies examine procedures that are more powerful than the ones de-
scribed ‘here, but they are complicated and difficult to describe wrthout going
into mathematical detail. The major improvements involve two factors: (1)
methods for estimating the model’s parameters during the course of instruction,
and (2) more sophisticated ways of interpreting the parameters of the model to
take account of both differences among students and differences among items.
Forexample, let P(i, /) be a-generic symbol for a parameter vector characterizing

- student { learmng vocabulary item j. In these studies P(i, j) is specified s a =

function of a vector A(/) measuring the ability of student / and a vector D(})

[RIC - °1i3
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measuring the difficulty of item j. The problem then is to estimate the ability
fevel of each student and the difficulty of each item while the student is running
on the program. In a study reported in Atkinson and Paulson (1972), rather
dramatic results were obtained using such a procedure. A special feature of the
study was that students were run in successive groups. each starting after the
prior group had completed the experiment. As would be expected, the overall
gains increased fronn one group to the next. The reason is that for the first group
of students the estimates of item difficulty, D(). were crude but improved with
the accumulation of data from each successive wave of students. Near the end of
the study estimates ol /)(/) were quite precise and were essentially constants in
the system. The only task that remained when a new student came on the
system was to estimate (1(7): that is, the parameters characterizing his particular
abitity level. This study provides an example of an adaptive instructional-system
that meets both” of the requirements stated earlier in this chapter. The sequenc-
ing of instruction varies as a function of cach student’s history record, and over
time the system improved in efficiency by using data from previous students to
sharpen its estumates of the difficulty of instructional materials.’ ‘

> CONCLUDING REMARKS
The projects described in this chapter have one theme in common, namely,
developing computer-controlled procedures for optimizing the instructional pro-
cess. For several of the instructional tasks considered here. mathematical models
ol the learning process were tormulated which made 7 possible to use formal
methods in deriving opfimal policies, in other cuses the “optimal schemes™ were
not optimal in <u well-defined sense. but were based on our intuitions-about
learning and some relevant experiments. In a sense. the diversity represerited in
these examples corresponds to the state of the art in the field of instructional
design. For some tasks we can use psychological theory to help define optimal
procedures: for others our intuitions, modified by experiments, mist guide the

_cifort. Hopelully, our understanding, of these matters will increase as more

projects are undertaken to develop sophisticated instructional procedures.
Some have argued that any attempt to devise optimal strategies is doomed to

“failure, and that the learner is the best judgé ot appropriate instructional actions. |

am not sympathetic to a learner-controlled approach to instruction, because I
believe its advocates are trying to avoid the difficult but .challenging
task of developing a viable theory of instruction. There obviously. is a place for
the learner's j'udgmcnts in making instructional decisions: for example, such.
judgments play an important role in several parts of our BIP course. However,
using the learner’s judgment as one of several items of information in making
mstructional decisions is different from proposing that the learner should have
complete control. Results presented in this .chapter and those cited in Beard,

’
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a
Lorton. Scarle. and Atkinson (1973) indicate that the learner is not a particu-
larly effective decision maker in guiding the learning process.
Elsewhere | have defined the criteria that must be satistied before an optimal
instructional procedure can be derived using formal methods (Atkinson, 1972a):
Roughly stated, they require that the following clements of an instructional

. situation be clearly specitied:

"

The set of admissible instructional actions. ,

The instructional objectives.

A measurement scale that permits costs to be assigned to cach of the
mxtruatmn.ll actions and pavotts to the aulmvcmunt of instructional objec-
tives. .

4. A model of tle learning process. . 4

Wt

If these four elements can be givcﬁ a precise interpretation, then it is usually
possible t§ derive an optimal-instructional policy. The solution for an optimal
policy is not guaranteed, but in recent years powerful tools have been developed
for discovering optimal, or near optimal, procedures if they exist. [ will not
discuss these four elements here except to note that the tirst three can usually be
specified with a fair degree of consensus. Issues of short-tefmr versus long-term
assessments of costs and payofts raise important questions regarding educational
policy, but at least for the types of instructional situations examined here
reasonable specifications can be offered for the first three elements. However,
the fourth element- the specification of a model of the learning process-
represents @ major obstacle. Our theoretical understanding_of learning is so
limited that only in very special cases can a model be specified in enough detail
to enable the derivation of optimal procedures. Until we have a much decper
understanding of the learning process, the identification of truly effective

- strategies Will not be possible. Howuvu, an all-inclusive thsory of learning is not

ERI!

a prerequisite for the development of optimal procedures. What is needed is a
model »that captures the essential features of that part of the learning process
being tdppt.(l by a given instructional task. Even models that have begn rejected
on the basis of luboratory investigations may be useful in deriving instructional
strategies. Several of the learning models considered in this LhdptCI‘ have proven
unsatisfactory when tested in the laboratory and evaluated using standard
goodness-of-fit criteria: nevertheless, the optimal strategics thcy generate are-
often quite effecgive. My own preference is to formulate as complctc a learning
model as intuition and data will permit and then use that model to investigate
optimal procedures. When possible the-learning | model should be represented in
the form of mathematical equations, but othch1sc as a set of statements in a
computer-simulation program, The main_point is thatethe development of a
theory of instruction cannot prng:ross if one holds theview that & comprehensive
theory of learning is 2 prercqmsxte Rather. advances in learning theory will
affect. the devdnment of 4 thcmv of Instruction, and conversely the develop-

»
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o . . . . . G
ment of a theory of instruction will influence the direction” of research on
learning.

3
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Methods and Models

for Task Analysis
in Instructional Design

Lee W. Gregg

Carnegie-Mellon Universit-y

A theory of 1nstru<,t10n must be based on the objés tlves of the learner and the;
institutionalized goals of the instructional system. A theory f instruction must
also rest upon an adequate formulation of the psychological capacity of the
learner. Instructional goals prescribe the domain of taskyto be undertaken by
~ the learner; the psychological capacities of the léarner set limits. on the sjze,
complexity of the subtasks and the rate of introducing them into the domain.

Each of the first four chapters presents a framework for analyzing tasks from
various psychologlcdl perspectives. Carroll contrasts strict behaviorism with a

. gurrently nonexistent cognitive theory of learning. Calfee takesa statistical view.
Reshnick eclettically draws from Gagnié’s hierarchies, Gestalt Psychology, Thorn-

" dike, and Piaget to formulate a rational information processing scheme.  tkin-
son’s approach uses optimization procedures to gu1de instructional design.

In general, instructional design attempts to organize subtask sequences,
provide” opportunities for learning, and devise ways of evaluating the extent to
which the learner acquires proficiency. Notice that these-general acfivities are
neutral with respect to methods. of analysis and models of the learner. Thus,
teachers have been searching continually for new ways to break up tasks into
teachable units. The key concepts for many instructors.are differentiation.
followed by mtegratmn If Carroll is right in his assessment of the role behav1oral
sciences play in education, behavioral objectives will be ignored and soon
forgotten. They will become just one more fad thrust on the field. Behavioral
objectives may give way to cognitive ()b_)eCtIVCS as defined by Greeno in Chapter )
7. If Carroll is right, the naive theories of learning on which many an artful
teacher predicates lesson plans will be explained by cognitive theory, but not
necessarily extended by:.it.

' . - 109
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Carroll, of course, is right- at least in part. Cognitive theories and information

« processing models will supplant some of the currently fashionable notions--they

have already done so. Furthermore, there is evidence ffom the set of current

chapters of a cumulative b«.)dy of knowledge dealing with important issues of
task analysis and instruction that a lasting contribution will result.

What are the steps in a task analysis? First, we set out to identify component
skills such that mastery of the individual skill compouents assures partial success
on the task. We assume that the hierarchy of skills exists and that components
are independent. Calfee attacks the issue of independence directly. To the extent
that subprocesses like decoding and comprehension can be treated indepen-
dently, the analysis' of components will be successful. One direction that re-
search must take is the identification of the conditions under which tasks may
conform to a simple additive hierarchical decomposition. Next in the sequence
of analysis, we introduce components one at a time. As Resnick puints out-in
Chapter 3 these compouents must be teachable, The usual next step in the task
analysis requires that we start where the learner is and build on what he_already
knows aud can do. Here tic issuss revolve around the diagnostic tests for

*determining the initial state of the learner. and the development of instructional
materials that exercise -the component. Instructional materials, the teaching
toutines that Resnick refers to, must provide a basis for integrating the new
learning with the old. But the third stage of task analysis attempts to integrate
the newly acquired skills into a meaningful whole. Of special concern are the real
time consiraints. Very often, subtasks that appear to be well learned fall apart
when combined in new ways. Think of the feeling of helplessness when you last
failed to recall the name of a close friend in performing introductions around a
group. Paced recall is not .a cognitive task that we are asked to perform
frequently. ' - ’

Are there cognitive theories of learning that can be applied to the job of task
analysis? Carroll's review of naive, behav'oristic, and cognitive theories of fan-
guage learning suggests that a cognitive learning theory now exists. Unfortu:
nately. recent: work on semantic memory (Norman, Rumglhart, ef ul., 1975;.

- Quillian, 1967, 1968 Schank. 1972). has been primarily concerned with deter-
ﬁinining the structure of nwemory rcprcsétltu(imls. Rescarch on the processes of
undcrst;mdiné (Hayes & Simon. 1974 and this.vnlumc:Winogmd. 1972) assume
that & knowledge base is already learned and available. Of course, Greeno has
asserted that learning theory and comprehension theory defined in information

processing terms are the same thing (Greeno, 1974). My own work on-sequenijal
pattern fearning (Gregg. 1967), verbal.Jearning (Gregg & Simon, 1967), and serial -
learnimg (Gregg., 1972 MclLean & Grégg. 1967) leads me to argue that they are
not the same. Oune difference is in the development of intermediate structures in
working memory that Greeno has previously describied. Iowever. it scenis
appropriate to stress the similarities between learning and the processes of
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understanding. Both 'depend on attention to determine the final outcomes. Both
require contiguity of the clements to be-associated. The study of comprchension
and learning is the study of cognitive organizations.

Although there is no explicit and gencral cognitive theory of learning, there
have been isolated examples pointing potential future directions. The Elemen-
tary Perceiver and Memorizer, EPAM, was the first modern theory of semantic
memory and showed the main outlmes of associative. memory structures. Atkin-
“son and Shiffrin’s (1968) model for running paired associates learning accen-
tuated the importance of control processes in learning and memory. Just as the

role of semantic memory emphasizes structural aspects of representations of
knowledge, short-term® memory studies emphasize the dynamic operation of
control processes in specific tasks. Learning and comprehension, thercfore, are
“similar preciscly becalise they come about from the operation of the human
- information processing system. His processing limitations determine the rate of
acquisition of new information and its availability for usc in problem solving.

¢

INDEPENDENCE OF COGNITIVE SKILLS

Arc the processes that the human information processing system uses detectable
from an analysis of overt behavmr in instructional task environments? This is thc
issuc that Calfee examines’in Chdptcr 2.

The method that Calfee proposcs is dimed at finding out whether or not
processes are independent. Finding: thcy arc not is not very informative. Since
“the method does Dot generate process descriptions, only tcsts the effects of
them, onc must create variables to test the hypothesis that a’ ‘process whose
operation may or may not be correctly reflected by the measure, exists. There

arc two stages at either of which an crror can occur. Each stage provides an’

. opportunity for error. One can incorrectly .assume that a process exists that
transforms a data structure in a certain way. But one can also incorrectly assess
the cffects of the hypothesized process by failing to define a relevant decndcn’t
variable. , -

Most of the theorizing must go on in advance of and independently of thc
testing operations suggested by Calfec. Modern inference procedures make it
possible to carry out much more powerful analyses of%ystcm interactions.

Even though the model of reading proposed by Calfee appears to be correct,
the processes must not remain independent for long. The still higher order
tognitive processes in speed reading and comprchension cannot depend on
simple additive components because selective, inteational use of strategics im-
. plies tht constructive usc of components.

We must distinguish betwecn pedagogically useful packets of mform'ltmn and

the information processing mechanisms that may or may not view the materials -

l: MC o
=

-




. 112 LEEW.GREGG

to be learned in the same way that the instructor views them. Are the human
mechanisms really independent? The answer is contingent on the extent to -
which we can show sequential order in the processing of the information.

©

INTERACTIONS OF SEQUENTIAL PROCESSES .
In any information processing system, there will be a lack of statistical indepen-
dence among the subprocesses if the output of one processes provides inputs to a

- later process in the sequence. Since we believe that most cognitive task involving
attention arc serial, there are few tasks for which a strict independence of the
processes is likely. The question is not whether they are independent for they
are ‘almost certainly not. The crucial question is, “How are they organized?”
How do we study interacting processes? What forms of organization exist? )

One of our most popular notions of task organization is the tree structure. The
implication is that higher-level ¢lements grow out of ‘well formed lower-level
clements. Subtasks are subsumed as components of and precursors tc other
tasks. But most accounts of learning and analyses of errors during learning
suggest that the prior elements are not stable. and must change. Even when the
learner brings well developed skills to the task, there ar¢ confusing periods
during which the prior elements are being modified. The notion that prior
behavir . arc incorporated into higher organizations whole cloth is probably
wrong. : ' ' '

e Two aspects of the learning process suggest why. First, more complex behav-
iors usually involve the intergration of serial patterns. Hence, the merging of
behavior sequenees tends to slur one pattern into another. New patterns result.
The distinction between components is changed; and new boundaries are dyawn.
“Second, when more complex behavior patterns are learned, the simpler prior

- patterns are. changed in that the'evoking stimuli are different. An example of
~ - these kinds of modifications will be seen later. L s

" As Resnitk warns, there can be a great deal of difference between competency
in carly stages of learning and in later stages. One reason, [ beligve, is that the-
component skills assume new forms when they merge in highcrforder patterns.
The organization of more complex skills, whether mental or motor, is analogous
to a compiled computer subroutine. Once assimilated into the repertoirg there is
no need to«.test cach separate instructional during execution. Thus, mental skills
take on the properties of automatic motor performance. For cxample, in playing
the piano, practicing left and right hand separately emphasizes sight reading -
skills, buillds habits that are not relevant for the coordinated combination .6f

" both parts. When playing the two parts, the places where one must merely check

the score can be quite different from ‘those of single-handed and single-minded
practice. 5 : :
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In summary, we suppose that location of the tests may change, the size of the
perceptual or conceptual unit may vary, and that cues for initiating or sustaining
the behavior may be different at different stages of practice.

a

INDIVIDUALIZATION AND TASK ANALYSIS ’

Atkinson’s approach stresses the idea that the learner must be able to follow
flexible pathways through a subject domaine. Optimization of CAl learning tasks
is based on a curriculum composed of -a network of related tasks and a loose
collection of associated skills. In Atkinson’s view, subtasks and skills need not be
related in a rigidly hierarchical fashion. This in not to say that the instructional-
materials for CAl are not carefully thought through. Rather, the point is that
individual learners can achieve higher performance levels in a variety of ways.
For the-specific arcas of appiication, there is a “careful analysis and precise
specification of the skills inherent in the subject matter.” Thus, for Atkinson the
subject matter delines the structurc of tasks; the learner acquires skills that are
inherent, i.c., determined by the task demaunds. '

-Optimization is based on an empirical procedure to assess transfer of trarmng
Thus, it is possible for a student to shift from one strand to another based on
performance within the first strand. Control of the process is guided by a model
of learning that provides a complete response history which then in turn feeds a
Markov model. The oplimization procedures are based on empirical results of
transfer and acquisuion using simple models of the performance during learning.
Trial by trial selection of items and exercises procedes from a determination of
each student’s ability’ and each item’s -difficulty. At the most global level,
optimization is over the allocation of student time to each strand.

In these procedures, Atkinson has captured- the crucial queqtrons of 1nstruc-
tivnal deSIgn that each teacher asks:

= L. What items and exercises should 1 give?
2. How should the student’s time be dlstrrbuted over the different classes of
work?
" 3. How should the resources available for instruction be. allocated among the" -
students? '

%]

Atkinson shows how far one can go toward answermg these questions Wlth
relatively simple models of performance durrng learning. His experiments on the”
optimum sequencing of vocabulary items indicates the kind of gains one can
eXxpect from the systematic selection and presentation of items for study.
Improvement of the order”of 50 and 100% are, indeed, impressive results. |
Atkinson points out that’comprehensive theories oflearmng are not necessary to |
produce rmportant differences in rate and-degree of learning. |

&
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> - 1 view Chapter 4 by Atkinson as a landmark for CAl applications. In it we see
three impyrtant demonstrations ot the state of the art in appropriate applica-
tions of computer based instrugtion. hrst the Basic Instructional Program (BIP)
represents an appropriate use of the comptiter as a problem solving tool. The
" learner masters a programming language under the direction of the system which
assesses his or her level of problem- -solving skill and tutorially guides the learner
through increasing levels of skilled performance. It has’ chn several yeasts since I
leveled the criticism that most CAl work did not use’ computers in ways for
which they were intended {Gregg. 1970). Clearly that comment cahnot be
applied to Atkinson’s work. The second part of Atkinson’s cliapter describes his
analysis of the reading task and-it’s acquisition. Here a sophisticated analysis of
the skills required in reading is presented and a series of cxereises within cach -
strand defined. Although on a tridl by trial basis, the model that determines the
sequence of learner experience is a powerful application of deusmn theoretic
ideas to transfer from strand to strand in a complex structure based on task
analysis. In that carlier criticism, I said that it scemed o wasterto use computers ’
as glorified memory drums. Atkinson’s program for the instruction in initial
reading bears no resemblance (o so stupid a machineé. Perliaps the only iegitimate
eriticism that remains is that certain complex cognitive tasks that réquire under-
standing will require complex cognitive analyses. In the chapters that follow,
models of semantic memory. sentence comprehension. and understanding wnt-
ten problum 1nstruumns puint the way for these new developments.

G

SUBJECT STRATEGIES AND TASK ANALYSIS
. Resnick’s review of concepts underlying the analysis of instructable cor‘ﬁponents
poses several challenges. The issue is how to combine components logically to
produce the desired behavior of presumably higher complexny Instructional
design rests on the premise that a séquence of componerit tasks can be identified
and then mastered in some order to produce behavior. The integration-can have
lng,u.ﬂ Amplications. The ideas of Osherson (1974) on logical grouping capture
~ the hierarchical nature of pcrturmanu combinatorics. but not the order infor-
"~ mation that I have stressed so he.1v1ly it this discussion. I
© The reason [ believe serial urder is so important is evident when we consider
that a subject strategy consists of u sequence of cognitive acts mvolvmg shifts in
attentiocn and transformations of objects, dhus. in any problem-solving task or
- learning situation, a complete description of the psychological problem space -
must include the representation of the,specific objécts and the set of operators”.
to be applied. In a later chapter. Simon and Hayes discuss problem isomorphs
where superficially distinct problems map onto the same roblem spice. Hence®
difterendes in ptoblem-solving performance can Qc attributed- to g fddurc to Fnd

o »

/o

ERIC 7 - Loz

Aruitoxt provided by Eic: - B




5. METHODS ANDMODELS 115

t
&

anﬁett‘cmnt representation for the task.. ‘But here I am talking about pcrformmg
- anridentical task where only the instructions to the learner vary. :

. In a recent, unpubllshed cxpenment by Gerritsen, Gregg, and Simon, the
subjects were: mstructed in thiee strategies. All other conditions of the experi-
ment were the same. The strate ;ies; owevers caused the subjects to attend to
different aspects of the .problem’ gs it was being solved. Both the stimulus
information and the transformation rules were different for cach strategy.

‘The experimental task was similar to Restle’s (1970) serial pattern:learning
task. The probletn was displayed before the subject consisting of a digit from

f one to six and a series of *3, 4, or 5 letters’ which stood for the symbolic

. bperators: T\was transpose, add one; M was mlrror obtain the sevens compli-
ment; and R was repeat. The subjects responded by. pressmg buttons labeled
with the values one tosix ona pmel in frong of them. t

The three stiategies were called the Doubling, Recompute, and Pushdown
Methuds. Each specified a different information processing sequence and each
resulted in quite different response measures and error patterns. In fact, perfor-
mance on the task varied by a factor of 3 to 1, from 2244 msec per response for
the Recompute Methad to 721 msec per response for the Doubling Method.
Such robust effects from instructions-alone argde that any attempt to identify-
ing- skill components must be certain of their implementation in terms other
than task variables. )

”

"CONCLUSIONS -

"

* The moral of this research story is simply that subject strategies are crucial to an
understanding of cognitive performance. One way of viewing the entire problem
of instructional task analysis is to say that the goal is to specify a complete set of
subject strategies sufficient to the task, to map feasible strategies onto the

| current information processing skills of the learner, and finally to develop
‘mstructmnal methods and materials such that the learner acquires those strate-
gies that have the greatest educational value.

Resnick, in Chapter 3, showed that children will invent strategies and these
may be more efficient than those derived by curriculum designers. Chapter 7 by
Greeno will show that we can teach better or worse strategles The challenge for
mstructmnal design is clear.

C
i
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" Notes on a Cognitive Theory
of Instruction

David R. Olson

[P . . . a ., . 3
Ontario Institute for Studies in Education

My purpose in this chapter is to discuss five general points presented in chapters
of Carroll, Atkinson, Culfee, and Resnick that underlie the discussion or develop-
ment of a theory of instruction.
First, 1 want to indicate my opinion as to tlie current status of the enterprise.
~ believe that a theory of instruction is a legitimate scientific goal and that such a
theory has as examplars some impressive local successes (e.g., Atkinson’s work).’
However, it is easy to overestimate its current status. As it now stands, the
-z, theory of instruction is very primitive and not at all at a stage requiring complex
", mathematical descriptions - for its expression. Considerations of the nature of -
’ -performance, the nature of knowledge, the nature of the communicable and
instructable, and the nature of experience -some of which have been raised by
Carroll and Resnick as well as by others (cf. Olson & Bruner, 1974)-are
conceptual issues that must be faced in the attempt to constryct such a theory.

At the more specific level of optimal design, that is, rese'lrch directed to the
production of an explicit instructional program designed to achieve a particular
educational goal, the achievements to date are more ifipressive. Programs de-
_signed’to achieve a particular goal, such as those described by Atkinson, Resnick,
and Calfee (Chapters 4, 3, and 2, respecfively, of this volume), and others such
as Sesume Street (Palmer, 1975) can be described quite pru.lsely dnd achieve
their goals quite successfully.

But what is the relation between specific mstruutlonal programs, the problem
of design, and a general theory of instruction? Afkinson raised this point in
regard to the “depth™ of the theory based on the set of parameters found to be
relevant to the optimization of a particular-instructional program. The ‘theory’
is, as I understood him, primarily an equation optimizing the particular set of .
parameters for that set of tasks. The problem is that that equation would not be
generalizable to a new, quite ditferent set of tasks. How then do we get to a

117
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general theory of instruction thgt would apply to the vast array of things that
are taugh? to all sorts of learners by a vast array of medns? It.is about this
general theory of instruction that we know so little. . )

Stated in another way. the relation between particular procedures and general
theory may be conceivéd in terms of the relation between design and theory. In
the analysis of instruction are we concerned primarily either with the problem of
designing effective instructional systems (cf. Richards, 1968, 1974) or with the
construction of a theory that would make explicit the nature and consequences of
the experiences managed by formal institutions such as schools. And it is difficult
to serve these two gouals at the same time. -

Second, ['want to consider what a “cognitive” instructional thcory would look
like. If we simply adopt “behavioral objectives™ or it instructional theory is
concerned only with optimization, cognitive theories are, to say the least, as
luxury. What could a cognitive theory add? As Carroll pointed out, cognition
means knowledge. A cognitive theory would be concerned with the nature of
human knowledge, how it is represented and how it is acquired. But in instruc-
tion, we are not concerfied with all knowledge but rather with that knowledge
which is ot such social value that the society creates an institution to guarantee
that it is transmitted to every child growing up in that society. What is that
knowledge and what are the means at our disposal for conveying it? ) ¢

Carroll argued that a theory of instruction that takes seriously the nature and
acquisition of knowledge would make instuction more effective. Calfee and
Resnick by their research programns show that they agree.'And they may be
right. But in being right they would be indistinguishable from any behavierist or
social engineer. Again, then, what could cognitive psychology add?

Cognitive psychology could be concerned, not with prediction and control and
optimization, but rather with “‘understanding.” Objective knowledge, borrowing
trom Popper (1972). is a record of the culture’s solutions of important
problems. As such, knowledge complements the adaptive resources given to us
through the genes and those acquired through our own personal experiences.
This knowledge is coded in terms of the symbal systems of the culture, |
particularly naturhl language. Such knowledge is shared and therefore sociaj in
nature. In content and in sfructure and in social significance this knowledge is
distinctive from that acquired via direct practical activity; présumably the
processes involved in the extraction of such knowledge are distinctive and .the
consequences of the acquisition of this knowledge. are unique. A theory of’
instruction, therefore, is needed tor more than simply improving the power of
our procedures: it is needed to help make explicit just what it is we are doing to
children and adults in the process of socializing them. Then we will be in a
position to decide which of these effects are worthwhile as well as which means
are etfective., B

To summarize this point: instructional theory should be concerned not only"

- with optimization. control, or the achievement of behavioral objectives but also,
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6. COGNITIVE THEORY OF INSTRUCTION 119

d more basically, with making explicit the nature and 'the consequences of the
transmission of socially useful knowledge. Once these processes are explicit they
areé subjer,t to rational consideration, as Popper (1972) has argued. So we require
a theory of instruction that would cast into theoretical terms what is already
going on in the schools. and elsewhere, in the name of instruction and what is
being altered with the introduction of new types of programs whether they be
activity programs, or CAI, or whatever.

Third, I would like to consider instruction as the communication of explieit,
formalizable routines. This point is related to Resnick’s interesting suggestion
that good instruction may trade off communicability with formal adequacy. 1
recently published an article titled “What is worth knowing and what can be
taught? (Olson, 1973)” in which I argued that. much of. the knowledge most ;
worth having-making discoveries, speaking convincingly, writing effectively, and
various social and ethical skills—cannot be taught explicitly because the algo-
rithm nnderlying them' (if indeed there are such algorithms) are not known.

"Many that are known are too complex to communicate easily (consider, for
example: the passive transformation in English). Yet, in another sense, these
important skills may be ‘taught’ by providing demonstrations and by providing
sessions for repeated practice accompanied by appropriate feedback. _

To summarize this point, some knowledge is formalizable—an Jlgorrthm for
adding, for example, and can be taught explicitly. But other, more complex
skills, including many socially valued skills, cannot be taught explicitly and they
may. have to be ‘taught’ through demonstrations or modeling and/or through
making allowances for leafning through trial and etror or muddling. And a
thedry of instruction is going to have to specify the nature dnd the role and the x
consequences of modeling and muddling as well as the more explicit intervention
which, for the sake of alliteration, we may call meddling.

Fourth, consider the relation between knowledge and skill or knowledge and
performance. Carroll raised this issue in regard to the'linguist’s distinction
between competence and performance. Cognmve psychology contrasts with
behaviorist theory in assuming that knowledge can be wrested from the purpose
for which it was acquired and the context-in which it was acquired and cast into
more general symbolic form, thus rendering that knowledge applrcable to a
miuch wider range of problem<

Schools clearly got carried away with the assumption that the acquisition of
theoretical knowledge, what Ryle (1949) called propositional knowledge, was the
sine qua non of education, perhaps giving some legitimacy to student’s current
protest against the value of being stuffed with “‘irrelevant™ knowledge.

This issue hangs critically upon an understanding of how knowledge relates to
performance. Irlcre s book The Pedagogy of the Oppressed (1972) makes the
case thadt the orly liberating knowledge is knowledge acquired by praxis--action
coupled with reflection. Perhaps useful knowledge must be acquired in the
ontext of action. Minimally, a cognitive theory of instruction must indicate

”
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how knowledge is related to performance both'in its acquisition and its subse-
quent use. , )

Fifth and finally. § want to argue in a preliminary way that the means of
instruction are not simply instrumentalities in instriction. This point is based on
the concept of the bias of communication (McLuhan, 1964; Innis, 1951). The
way . the means by which one is taught, biases what is learned in a way that has
targety escaped detection. [ have recently argued, (Olson, 1974) following the.
leads of Havelock (1974), Goody and Watt (19'_68), Bruner, (1966) and others,
that the particular retiance in our culture on the use of language out of the

context of practical action has put a distinctive mark on both our cultural

patterns and our cognitive processes. Specifically, the use of written prose.as a
means of instruction recruits and develops a set of mental competencies that are
general to a wide range of intelligent performances. To iltustrate, the fact that
we learn Chemistry from textbooks which utilize the peculiar tanguage of explicit
written prose results not only in somc"‘knowledge of chemistry but also of literary
skills of a high level. These skills—the ability to see the logical implications
of written statements, and more importantly, the abitity to formutate general
statements from which true inferences can be drawn -are mental skills of great
importance and generality. But because they are a specialized set of skills, they are
appropriate only for some kinds of tasks: an they may lead us to undervalue other,
equally important but different skills such as those involved in the arts or, for that
matter, those involved in common-sense judgments. Instructional theory will have
toaccount for the nature of means before it can be regarded as a general theory.

tt is this somewhat vague, general, and preliminary level of conceptual anatysis
that, Ehelieve, will vield naw understanding of the nature of instructjon.
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PROCESS AND STRUCTURE

!

IN LEARNING

As -the anatomist, with his ‘microscopical®

study of the stomach, may finally suggest

the ways for cooking more digestible food,
so -the- experimental psychologist will com-
bine and connect the detailed results'more
and more, till he is able to transform his
knowledge into practical educational sug-

- gestions. . . . Single disconnected details are

of no value for such a practicak transforma-
tion; and even after all is done, this more
highly developed- knowledge will be but a
more refined understanding of qualitative
relations—never the quantitative measure-
ment which so many teachers now hopefully
expect-[Miinsterberg, 1898].
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Cognitive Objectives

of Instruction: Theory of

‘Knowledge for Solving Problems :
and Answering Questions

:James G. Greeno

" The University of Michigan

u

A great deal of progress has been made in recent years toward the understanding
of many cognitive processes. Psychological theories that have been developed
and tested deal with perception; memory, thinking. and language processing at a
* level of detail and specificity that is an order of magnitude beyond the theoreti-
cal concepts available only a few years ago.
" My purpose in this chapter is to show how some of this body of theory can be
used in the formulation of instructional objectives. The motivation for this is
quite simple. The goal of instruction is that students should acquire knowledge
and skills of various kinds. A rich set of concepts has been developed in scientific
psychology that can ‘be applied to analyze the structure of knowledge and
cognitive skills. Thus, it should be possible using those concepts to carry out
analyses of the knowledge and skill that are desired as outcomes of instruction.
It may be expected that the explicit statement of instructional objectives based
~ on psychological theory should have beneficial effects both in design of instruc-
tion and- assessment of student achievement. The reason is simple: we can
generally do a better job of accomplishing something and determining how well
we have accomplished it when we have a better understanding of what it is we
. are trying to accomplish.

The view 1 am- taking has much in common with the opinions of many. .
educational psychologists (such as Anderson & Faust, 1973) who recommend
that instructional goals be formulated as behavioral objectives. In the view taken
here, development of instructional objectives begins with consideration of the
‘kinds of tests used to assess whether students have acquired the knowledge
intended as the outcome of learning. But rather than just specifying the behav-
iors needed to succeed on such tests, cognitive objectives are developed by
analyzing -the psychological processes and structures that are sufficient to |
produce the needed behaviors. 5
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There is an important psyelmlogxul assumption implicit in the position taken
“here. [ am assuming that the goals of instruction, including aspects of conceptual
understanding. can be inferred from the tasks that students are expected to
perform during instruction and, following instruction on tests. If this is ac-
cepted, then it follows that a theory specifying cognitive structures and pro-’
cesses sufficient to perform those tasks is a candidate hypothesis about what the
instruction is trying to produge. Of course, any candidate that, is proposed can
and should be questioned regarding issues of substance. T am confident that the
specific features of the objectives I will present here can be improved, although 1
have fried to incorporate reasonable psychological assumptions into these illus-
trative cases. However, the general kind of description offered here should be
taken as a completely serious proposal about what the goals of instruction are
like. It may be that. when we see what kinds of cognitive structures are needed to
.perform criterion tasks, we will conclude that something important is missing;
but it that is the case. it also will be important to identify a more adequate set of
criterion tasks in order to ensure that instruction is promoting the structures we
think dre important,

I have chosen three substantive. domains in which to develop 1llustrat1ve
‘cognitive objectives of instruction. The first is elementary material in fcurth-
grade fractions: the second is introductory material in high-school geometry, and

. the third is some material from introductory college psychology dealing with

' audxtnry psychophysics. None of these is developed to anything near a complete
and detailed set of objectives; however, I hope that I have developed a suffi-
ciently specific example in each case to make the enterprise credible. One reason
for choosing these three examples is that they represent instruction carried out
at widely different age levels. | believe that our current stock of concepts and
techniques in cognitive psychology is adequate to the task of analyzing instruc-
tional objectives from’ elementary school through college, and my choice of

“~examples is meant to back up that belief.

A related point about the choice of examples is that they illustrate some
important broad relationships between knowledge that is imparted to students
of different ages. The knowledge needed to do computations with fractions
seems to involve a simple kind of algorithmic skill that can be .expressed easily
with flow charts. Suppes and Morningstar (1972) developed similar models for
analysis of addition, subtraction, and multiplication; Suppes (1969) has called
these automaton models. Tasks used for instruction in high-school geometry
require a more complicated set ofprocedures and knowledge structures. Knowl-

" edge that is required for geometry can be- represented as a production system,
including mechanisms that are found in current theories of problem solving (e.g.,
Newell & Simon, 1972) for setting goals and searching in a problem space. The
problenmnlvmg system uses numerous procedures of the kind taught to elemen:,
‘tary-school students, so knowledge of the first kind is embedded in the more
complex structures required for the more mature learning.
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The instructional objectives for college psychology seem to require still an-
other. level of complexity. Understanding auditory psychophysics requires ac-"
quisition of a complex network of concepts of the kind we are familiar with in
theories of semantic memory (Anderson & Bower, 1973; Kintsch, 1974; Nor-
man, Rumelhart, & Group, 1975; Quillian, 1968) and performance on many

v,‘.criteri'on, tasks (such as essay examinations) requires a procedure for generating
paragraphs in answer to complex questions. We are just now beginning to
¢ explore the kinds of cognitive cupabilities needed to produce structured verbal
output at the level of paragraphs (e.g., Abelson, 1973; Crothers, 1972; Fredetik-
sen, 19727 Rumelhart, 1975). The mechanisms of generating explanations
apparently share significant features with mechanisms of generating solutions for
problems, but therc are also significant differences, due at least in part to the
more open-ended quality of the task.

EXAMPLE 1: FRACTIONS!

Much of the work on fractions required of students involves carrying out
calculations such ‘s finding equivalent fractions, adding and subtracting frac:
tional numbers, and finding common denominators. Ability to carry out those
calculations is a minimal objective of instruction, and it can be represented in a
psychological theory as a flow chart showing the component processes of the
procedure. In general, the procedure is not unique--there are more ways than -
one to calculate the correct arnswer. Alternative procedures can be represented in
different models, or incorporated in a single nondetermlmstlc model that allows
different branches to be taken. : : :

’

o

Procedural-Representation of a Concept

Figure I shows u’procedure for adding two fractions. The upper part of the
diagram shows a procedure for finding fractions with a comnion dettominator

_that are equivalent to the numbers given in the problem. The lower part sketches
the operation of checking the answer and reducing if necessary.

If the procedure shown in Fig. | is accepted as a psychological mode! of adding
fractions, then it is a candidate for an instructional objective in the elementary
mathematics curriculum. The concept of adding fractions is a procedure, and a
goal of instruction is to have students acquire that procedure as part of their
cogaitive equ1pment The idea ()f"8presentlng a concept as a cogmtlve procedure

'1 have been privileged to participate in a number of .discussions of children’s learning of
fractions with my colleague Joseph Payné and his students: Many of the opinions and
judgments that [ have about fractions have been developed in those discussions, ‘although
Payne and his group surely should not be held responsible for faults in my understanding.
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‘Start:
Identify
variables:
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-+ = =7
d

b

is ba
multiple
of d 3
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cof b2
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common
multiple
of (b,d)
> m

i

find equivalent find equivalent find equivalent
fraction: fraction: fraction:
¢, cf a,a a, a'
d b b d b " m

:

simplest
form?

| reduce

output
answer;
exit

FIG. 1 . Procedure for addition of fractions.

find equivalent
fraction: .

is familiar in recent theoretical work. Examples include Hunt’s' (1962) analysis
-of categorical concepts as procedures for classifying stimuli, and Winograd’s
(1972) theory of language understanding, where concepts are procedures for
identifying objects and answering questions about their locations.

Cognitive Representations of Quantity

Procedures like Fig. 1 can compute answers, but they lack conceptual under-
standing of a kind that many educators would wan* students to acquire. Texts
such as the one by Payne, May, Beatty, Wells, Spooner, and Dominy (1972)

%
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\

include numerous exercises like the one shown in Fig. 2, for which the student is
to fill in the blanks of ““____out of ___ pieces are shaded.” Otherexercise_s present
sets of discrete objects, such as a.row of circles, some .of which are colored

. differently from the others, with a question “__'__ out of _.__ circles
are red.” The intent is for students to begin by seeing fractional quantmesh
represented pictorially, as parts of regions or as subsets.

An important issue in the theory of mental computation is thg way in whxch

" quantitative information is represerited. A procedute like Fig. 1 is neutral with’
regard to the representation of'quantity — that is, quantities could be repre-
sented in a variety of ways and the procedure could.be designed to work_ on any

" of them. I suggest that the instructional objective reflected in exercises like Fig.
1 can be represented in a theory about the ways in which fractional quantities
are represented.

I will distinguish here among three representations of quantity; there probably
arc more, but these’'seem to be the main possibilities. involved in elementary
instruction. The first representation is just an ordered alphabet of numerals,
Students ‘can count, and the list produced by.counting provides a precedence |
relation on the numbers. Basic operations of addition, subtraction, multiplica-
tion, and division may also be stored as relations on numbers—for example, “five
times three equals 15,” may be in cognitive structure as a sequence ofverbal
associations.

A second representatlon involves actual or imagined quantity, the number of
items in a set. A system could be designed with a counting mechanism for
_assigning a number to any sét, but with operations of addition, multiplication,
‘and so on carried out an sets rather than directly on numbers. For example, to .
find 5 X 3, imagine a set of five objects, then imagine three of those sets, and
count the total number of objectsin the three sets. .

A third representation uses geometric forms, and quantity is representedas the |
spatial extent of a form. Addition and subtraction can be represented as moving
to. the right .ot left on a number line. To multiply 5 X 3, imagine a rectangle
divided vertically into five sections, where the measure of each section is taken
to be one. Then the rectangle is made three times as large—imagine two more
rectangles just below the first one with the three rectangles concatenated,
forming a single large rectangle. The tc}tal measure of the large rectangle is 15; as

F1G. 2 Diagram representing a fraction sphtially.
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could be Lonhrmed by counting al] the sections of size gqual to the ongmal
sectiors. ) .

-t would not be realistic to s'uppnse that arithmetic operations are genesally |
carried out by anyone as operations on sets or regions. No one multiplies 9 X 7
by imagining nine objects, each reproduced seven times, and Lounting the total;

we remember that 9 X 7 is 63. However, teachers.and writers of texts apparen tly
feel that it is useful to introduce procedures for manioplating quantity as
operations on spatial representations or on representations of sets. If Piaget
(1965) is correct, addition and multlpllcqtlon of numbers depend on the same
basic cognitive operations as additive and multiplicative combinations of sets
(and, we might suppose, regions--though that may involve some additional
sophistication about space and geometry; sec Piuget, Inhelder, & Szeminska,
1960). With or without Piaget’s theory, it is reasonable to dssume that students’

acquisition of basic arithmetic, .concepts is aided by Lonnectmg those concepts
with operations on sets and spatlal quantity, sirice they have observed many of

" “those changes in their experience. \

" When fractions are mtmduced they can be related elthér to diagramis showing
geometric shapes divided into pieces, or to diagrams showing sets of objects of
difterent kinds. Fractions can also be defined for the students as a combination
of operations including a multiplication and a division (Dienes, 1967b), although
this would generally be done in connection with diagrams involving sets or

«-regions. I will not try to present a full analysishere of'all the relative advantages
of various ways of presenting fractions. My goal will be to show that the

: Loynt\ve representation of quantily can play an important role in procedural
representations of mathematical concepts. I believe that the formulation of: .
psychological theories involving different representations gives some new clarity
to, the issues involved in choosing a way to present mathematical concepts, and I
will-illustrate this with some discussion of the issue regarding fractions. Howgver,
this discussion should be seen as an 1llustmtmn of a way in which cognitive
objectives canbe used 4n discussion of alternative instructional methods, rather
than firm advocacy of a particular method.

P

}
; -

Alternative Objectives Wijth Differing Representations

The plan of the rest of this segtion is as follows: 1 will present three models that
find equivalent fractions when the;denominator of the fraction to be computed
is a facfor or a multiple of the fraction given. One of the models incorporates a
process of ,generating a unit ‘region and operates on that region by forming
sithregions either by subdividing or collecting pieces of the region. A second’
model uses a process of generating sets, forming subsets by partitioning the set
and generating members. The third model is a simple algorithm for computing
equivalent fractions using operations of multiplication and division defined on
numbers. The reason for developing these models is to show how theoretical
. analysis of a task can provide specific. psychological characterizations of alterna-
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FIG. 3 Procedure for tmdmL equivalent fractions, using spatial errcscnhlxon of fractional
quantity.

tive instructional goals. 1 will also give some tentative discussion regarding

implications of the different models for acquiring -other concepts related to
" equivalent fractions.

A model that uses spatial processing of a region is shown in Fig. 3, and Fig. 4

shows traces of the program as it solves two problems. This model and the ones

[
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FIG. 4 Traces of the procedure for equivalent fractions using spatial reprcsentﬁtion;
that follow assume that the;problem has been formulated so"that one denomina-
tor is a multiple of the other, and the answer is an integer. If these conditions are
not satisfied, these processes return failure. The representation of fractions in
Figs. 3 and 4 is like the one shown in Fig. 2, and a reasonable-curriculum would -
use introductory exercises like Fig. 2 as prepamuon for learning the st ‘ucture‘of
Fig. 3.

Figure 5 shows a model of finding equivalent fracuons using a process that
includes a mechanism for generating sets, members of sets, and subsets. A trace
of the program’s solution of two problems is shown in Fig. 6.

A third model of finding equivalent fractions is given in Fig. 7. This represents ..
a simple algorithm for finding the correct answer, without the involvement of
any imagery or diagrams,

Qo .

ERIC

Aruitoxt provided by Eic: “




5

art: identafy

. a x| - ¢
Ty Yty m B N
{' vl X "oy e N

["generate a set
with ¢ subsets

generiite a4 set
witht b members,

SV ~nmput

vk 4 members compute

ot e

qenerate M members
in each subset; put

. marked members in
exity subsets until a
FALL 1 have been gengrated;
. complete using
- : - unmarkad members
usIng evory menber
it the set, qgenerate
" b qubsets pach
ngyving Mo omembers
P1ke the original
member are a whole
) number of subsets
filled with marked
members? _»
. count members
that are marked:
¥ nimber
counted :
count subsets with
' marked members:
: x = numnber
counted b
. ¥
output Z H
exit

FIG. 6 Procedure for finding equivalent fractions, using set-theoretic representation of
fractional quantity. ’
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2 X b X
5 1% 157§
1 ¢ b . 1 c:b
5.0 o)Xe)
» 0%0 3 :OC
¢ 3. ® OO 3 M= 3
X ® O -
4 M3 4. ;
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7. output: it ‘
7. output: g

FIG. 8 T..:es of the procedure for equivalent fractions using set-thgoretic representation,

It should be noted that some features of processing assumed in these models
are based on my intuition rather than on any data that I am aware of. For
example, the first step in the problem 6/15 = X/5 in Fig. 5 when it noted that

» ¢ <his to imagine (or draw) a set having ¢ subsets as elements. In effect, [ have
assumed that a subject generates abstract place-holders that will become sets
when elements are generated. There are alternative models that are also plausi-
ble. For example, one might dssume that initially 8 set with & elements is
generated; then they are grouped into subsets having M = b/c elements in-each
subset; then the elements in a of the subsets are marked; and finally X is found
by counting the marked elements. As far as [ know, the choice T have made in
showing Fig. 5 rather than the model sketched above is an arbitrary one.

3
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H

Two comments should be made about these arbitrary teatures of processing
that are incorporated in theories presented here. First, in many cases experi-
mental tests of the models could be developed to distinguish between alternative
‘models, it' it were considered important to distinguish between them empirically.
Second, it may not be critical to distinguish between models diftering in
_pmussmg, dc ails if' the details fack important implications for quality of student
perforn-ance in instructional mtuatmns, or the ability of students to progress to
further stages of knowledge and understanding. -The variations that 1 have
thought of within the three classes of models thgt I have presented seem
relatively unimportant to me as regards instructional implications.

However, | think the differences among the three models diagrammed in Figs.
3, 8, and 7 probably are significant in connection with students’ ability to use
concepts of tractional quantity in later learning and in situations that arise in
experience. [t is a reasonable hypothesis that procedures like those of Figs. 3 and
§ are important n applying fractions in situations that urise\‘in experience. The
argument 1s-as follows: in situations involving continuous quantity (such as

start:  identify 3
a X

a, by, ¢, x in
b

A

compute
M-b:c

axit:
FATL
15 X 4an
integer?
¥

R - x »
angtpnt: 6

exit

!

FIG. 7 Procedure for tinding equivalent fractions, operating directly on numerical
represcntations.

o T F 139 ’
ERIC

Aruitoxt provided by Eic:

ks
b
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fractions of cups of substances used in cooking) and in situations involving sets
of discrete units (such as fractions of individuals in a group who favor a certain
action) there is quantitative information. It is likely that a person will have a
cognitive representation of this information in the form of a spatial representa- -
tion of continuous quantities, or a set-theoretic representation of discrete units.?
Then procedures that can use those representations directly are more likely to be
applied -than procedures that require translation trom- those representations to
numerical representations, such:as Fig. 7 would. A

The other consideration involves acquisition of further structures involving.
fractional quantities. There are reasons to expect that the spatial representation
mvolved in Fig. 3 may provide a better basis for understanding addition and
subtraction of fractions than the operations on sets involved in Fig. 5. Note that
it Fig. 3. the two equivalent fractions (such as & and ®/j5) are represented in
the spatial domain as equal quantities. In the set-theoretic representation a
cll;mge in the denominator involves a change in the number of elements in the
set: this means that the relationship that is preserved between equivalent frac-
tions does not correspond to an invariant quantity.

Now consider adding two fractions such as 2+ 5 It clearly is pussible to do
that in either representation, but it scerns more natural in the spatial representa-
tron where changes to common denominators do not require changing the spatial
size of the unit. In the set-theoretic representation, fractions with different
denominators have different numbers of elements in thetotal sets for example,
: involves a set with tive members. while ®/s involves a set with 15 members.
Thus, it might be expected that when students have learned to think about
fractional guantities as parts of regions, they might more easily learn addition
andt subtraction of fractions than if they learned to think of fractional quantities
as surbsets. This expectation has some support in a study by Coburn (1973), who
compared two' instructional sequences for introducing fractions. In one condi-
tron, fractions were introduced "with diagrams of regions, ‘with a fractional
“quantity corresponding to the part of the whole region shaded or marked in
some wity. The other condition involved presenting fractions as ratios, primarily
of ‘numbers of objects in difterent sets (such as the ratio of squares to circles,
where there might be five squares and eight circles). Both sequences included a
unit on addition ~nd subtraction of tractions, although the ratio group required
some instruction on part-whole relations prior to learning about adding and
subtracting tractions. The two groups did equally well in addition and subtrac-
tion of fractions with equal denominators and on other general problems
iﬁyulving fractions. However, in addition and subtraction of fractions having
unequal denominators, there was a substantial advantage favoring the group

TThere is evidence that persons represent quan itative information in spatial-images, even
when the information” is presented verbally ) see DeSoto, London, and Handel., 1965;
Fhutienocher, 1968, Potts, 1972, '
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receiving the introductory material based on regions rather than ratios of the
numbers of members in sets. '

‘The hypotheses developed here about alternative representations and addition’

_or subtraction of fractions also seem to favor the spatial model regarding transfer
to other topics, such as decimals. Representation of fractions as subsets implies
that equivalent fractions are equivalent relations bétween quantities that are not
equivalent, and when applications involve equivalent quantities there may be a
conceptual difficulty produced by the set-theoretic fepresentation. On the other
hand, numerous concepts and applications involving fractions apparently call for
understanding of the kind of invariant relation involved in the set-theoretic
representation. This seems to be the case for multiplication and dmsxon of
fractions, and for many.applications involving percentages (cf. Begle, 1967).

It seems surely to be the case that the desired outcome of instruction included
both the models shown as Figs. 3 and 5, and the model of Fig. 7 as well, since
that provides for efficient computation. There are important psychological and
pedagogical questions regarding relations among different representations of

* quantity. I will not try to develop an analysis of those relationships here. It
would have to be largely speculative at this stage of our knowledge, but
considerable attention is being given in current resedrch to problems that should
provxde substantial clarification of this issue.

Conclusion

"The examples worked out here for fractions have the feature of all tusk analyses
in showing in some detail what it is that students must do in order to perform
successfully on' exercises and tests. The knowledge needed corresponds to
procedures for carrying out computations, and at least in the present treatment,
concepts such as addition of fractions and equivalent fractions are a form of
procedural knowledge. The procedures can be defiried on different representa- -
tions of fractional quantity, and alternative models of the concept of equivalent

- fractions were presented, based on representations involving spatial extent,

numbers -of elements in sets, and simple numerical representation. [mplxcatxons'
of the differences among the models were suggested.

EXAMPLE 2: EUCLIDEAN GEOMETRY?

As students progress in mathematics training they are expected to carry out
tasks that afe more complex and require greater skill in solving problems. Plane

51 am grateful for the assistance of John Greeno and Katie Greeno who provided
thmkmg-aloud protocols of their solutions of problems in geometry. We worked through the
section of parallel lines in a text by Clarke (1971), mtended for preparation of students for
the British ordinary-level examinations.
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v

LN

FIG. 8 Diagram for a problem in angles and paralla! lines.

‘geometry. taught iff the ninth or tenth grade, requires sophistication in problem- -
~solving procedures that is qualitatively diffc-ent from that represented in the
instructional goals for fractions.

The major new requirements involve mechanisms for creating goals as part of
the praeess of solving problems. In most exercises in elementary anthmetlc,
same numbers are presented and a procedure is specified—for example, “Add 3+

" In many exercises given in high school geometry, a situation is presented and
a gml is specified, and the student is required to supply a set of procedures for-
achieving the goal. In order to understand what students must know in order to *
succeed on problems of this kind., we need to use concepts taken from the
theory of problem solving, where goal-directed search mechdmsms have been
analyzed {Newell & Simon, 1972).

- Consider the. diagram shown in Fig. 8; the question is, “Given that P = 30°,
find Q.” This kind of problem is given is a,geometry course when students have—
studies parallel lines with transversals, and before they have the theorern that

* opposite angles in a parallelogram are equal. Solution requires relating angle O to
-some other angle in a diagram which in turn in related to angle P, or finding
some longer chain of angles related to each other. A solution found by one
subject uses the angles marked in Fig. 9. Angle 4 and angle P are congruent,
because they are corresponding angles, so 4 = 30°- Angles A and B are congruent
for the same reason, so 8 = 30°. Angles B and ( are supplementary because
tog,ethcr they form a straight angle: thm. angle @ is shown to have ‘measure 0=
180" - 30° = 150°.

- Knowledge for Soiving Problems

I will now present hypotheses about the knowledge students need to solve
. problems in geometry of angles and parallel lines. There are three main compo- -
/. nents of the theory. First, there is a representation of students’ ability to
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B
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¥

FIG.9 Additional angles used in solving the problem (Fig. 8) and diagram showing
relations between angles and quantities used in the solution.

recognize relations between angles based orr their locations relative to each other
and to parallel lines. A second component represents students’ knowledge of
propositions such as, “‘corresponding angles are congruent.” The third compo-

~nent is a mechanism that sets goals and selects components of the knowledge
structure that are needed in solving specific problems.

Recognition of relations. To solve a problem of the kind shown in Fig. 8, one
requirement is that students learn to identify relevant relations between pairs of
angles. A standard exercise involves presentation of a diagram like Fig. 10, with
instructions to “Find four pairs of corresponding angles, eight pairs of alternate

angles, and four pairs of verticle angles.”” The performance required of students
is that they be able to identify certain patterns of relational properties. The
relevant psychological theory is the theory of pattern recognition.

In current theorie§™of pattern recognition if is assumed that recognition
consists’ of identifying a learncd pattern of features (Feigenbaum, 1963; Hunt,
1962; Selfridge, [959). The knowledge required to recognize patterns is a
network of feature detectprs, linked together in an appropriate way. Figure 11

i
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FIG. 10 Diagram for identification of angles having various relations.

Start: identify x, y, | ¥ ”

S ter Vo §y. ty. vy
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» x
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’ FIG. 11 'EPAM net for identifying relations between pairs of angles. )
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. .
shows part of a network tor identifying relations between' angles. The relations
shown are alfernate angles, interior angles (on the same side of the transversal),
and corresponding angles. These are relations between angles with different
vertices, having two sides that are parallel. The notation used refers to sides of
angle x as s, and £, and the vertex of angle x as ¥y, and similarly for angle y.
Note that at the top ol the diagram there is a test to determine whether the
angles being tested have a single vertex. A positive outconte here would send the
system oft to u)mpomnrs not shown hete, where vertical angles and adjacent
complementary or xupplemmtary angles would be identified.

The system shown in Fig. 1 has the form of an EPAM net (Feigenbaum,
1963). Tu iltustrate the recognition system, follow the tests that would occur for
a pair of corresponding angles, such as 0 and f{ in Fig. 10. First, the angles have
different vertices. Thev do have a pair'of sides that are parallel, so par(sy s, ) is
positive. The‘r- remnaining sides are not single segment, so ident(fy, #,.) is
negative. However, the side of angle /1 s a stmlght -line extension of the side of
angle D, so extd(t, .1,) is pnsxtm The angles are both above their respective
parallel sides, so same(y, ¥ 8¢ [ $3) is positive, and both are on the left side of
the transversal. so same [x, 3 concat(zy, £,)] is positive, The system thus arrives
at corr(x, v) and exits with suceess.

In EPAM, feature tests are carried out serially. in a fixed order. I will prescnt
some considerations shortly that question this aspect of the model, and 1 do not.
consider that a critical feature of the theory. The important psychological idea is
that a system for recognizing patterns is a network of feature tests, and students
must acquire such a network as part of their knowledge of geometry. S

Network of propositions. Students also tearn numerous propositions involv-
ing refations among angles. For example, “corresponding angles are congrue’ﬁt,"
‘and “adjacent angles that form a straight angle are supplementary.” A set of
propositions in memory is commonly represented as a network in which nodes
represent concepts and links represent relations among the com.epts {Anderson
& Bower, 1973: Kintsch. 1974; Norman et al., 1975). Several propositions from
geometry are shown in Fig.-12.-

First, consider connections in the network where nodes are linked by dashed
lines. An example is (VERT X ¥)~ (CONG X V), vertical angles are congruent.
Sometimes there are three properties involved, as where (RT X) and (RT Y) and
(CONG X Y) are all joineds the proposition is that if X and Y are both right
angles, then X and Y ure congruent.

The dashed arrows in Fig. 12 correspond to inferences that can be mgde or
conclusions that can be taken. For example, the student can conclude that X

“and Y are congruent it it is known that X and Y are vertical angles. The
propositions shown in Fig. 12 thus correspond to productions in the sense of
Newell and Simon (1972), for each proposition has a condition and an action
component. The condition is given at the tail (or tails) of an arrow, and the
action is given at the head.

ERIC 11n
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FIG. 12 Network of propositions corresponding to productions used in solving problems’
about angles and paralle! lines. ’

—— e

v The representation in Fig. 12 simplifies the situation in an important way. The
nodes there represent states of affairs that correspond to propositions. It is
- useful in considering problem solving to unpack those propositions and represent
them as relational structures. This is done in Fig. 13. There, dashed lines ‘still
represent inferences that can be made, but they are inferences that derive a
propusition from other propositions. ‘Each proposition consists of one or more
«elements (frequently angles) and a property or a relation involving; the ele-
ment(s). Figure 13 also represents several propositions about the measures of
angles. For example, in upper right corner there is the proposition, if X and Y
are complementary angles, then the measure of X plus the measure of Y is 90°.
In the upper léft corner are represented some complicated but important
propositions about the measures of concatenated angles; for example, if angles
A, B,..., K are concatenated to form angle X, then the measure of X:is equal
to the sum of the measures of A4, B, ..., and K. Note that there is no specific
notation to distinguish between the angle X and the measure of angle X. When
an element goes through an arithmetic relation (=, *, or =) it is understood that
the element is the measure of an angle. ' ) 7
Now return ‘to Fig. 9, and consider the network that represents the relations’
among angles in_the diagram used in obtaining the solution. Initially, the
- information is given that P = 30”, and the problem is to find the measure ‘of .
The solution is obtained as follows: First, angle A is noticed, and since 4 and P
are corresponding angles, the measure 30° is assigned to 4. Next, angle B is
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noticed, and since A and B are corresponding angles, the measure 30° is assigned
to angle B. Finally, since B and Q form a straight angle, the measure of Q is 180°
~30° = 150°. Note that each of these inferences is represented in the diagram by
a-dashed line. The solution ®f the problem is shown as a connected relational",
network that satisfies the requirement of connecting Q with a quantity—that is,
issigning a measure to Q. Each step in solving the problem corresponds to a
proposition found in the network of propositions shown in Fig. 13.

"Problem-solving procedures. Knowledge structures like those represented in
Fig. 11 and_Fig. 13 are necessary for a student to solve geometry, buf they are
not sufficient. An additional requirement is a system for interpreting a problem,
setting goals, and selecting productions from the knowledge base for use in
generating the relations needed for solution of the problem. The ideas to be
presented here are an attempt to use intuitions about problem solving that have
been recognized for manyayears, especially by Duncker (1945), Selz (1913), and
Wertheimer (1959). When a problem is understood, the person perceives certain
structural relations among components of the problem. However, the structural
pattern is not complete, and that is why there is a problem. Thus, problem
solving can be seen as a process of modifying a structure in order to complete a
pattern.’ Recent contributions to the theory of problem solving have developed
formal representations of goal- -directed pattern matching (Hewitt, 1969; Wino-

EVRIEN

measure (m)

FIG. 13 Network of productions showing propositions as links between relations in com- |
ponent propositions.
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grad, 1972) and search for operators or productions that achieve progress toward-

solution of a problem (Ernst & Newell, 1969: Newell, 1972b: Newell & Simon,
1()’7'))
Problems in the geometry of’ parallel lines and angles can be solved by u system

-

(that can satisty goals consisting of patterns that may be matched in the problem .

situation. The system keeps a list of angles whose measures are known, and a list
of rzlations between pairs of fangles that have been found during the process of
problem solving. The system knows about quantitative relations such as (CONG
YY), Yand Y are congruent, and (SUPP X Y), X and ¥ arc supplementary. It
also knows about geometric relations such as (CORR X Y) and (VERT X Y),
which it can evaluate using feature tests such as those in Fig. 11, dnd it knows
which quantitative rt.l.lllun can be”inferred from each geometric relation, as
showrc in Fig. 12. -

A problem is presented in the form of a diagram, a_goal, and some given
information. The systemn assimilates the given information and sets the goul as
presented. For the problem shown in Fig. 8, the structures are

(MEAS 230) (GOAL * (MEAS (0 "NUM))

(My notation heére is a1 mixture of Newells (1972b) notation for a production
Ssystem oriented toward problem solving, and the simplified PLANNER syntax
used by Winograd (1973). The asterisk marks the current goal of the systerii; and
s replaced by 7 it the goal is set aside temporarily while another goal is
attempted. A pattern such as (MEAS Q INUM) specifics a property or relation
first. then the-objects that have the property or relation. A question mark -
indicates a gap in the pattern. and the goal is to find some object that satisfies
the gap. For example. ?NUM indicates that the gap is to be filled by a number.)

The system works by evaluating its current goal. There are several kinds of
goal, eacly corresponding to a ‘procedure. The procedure succeeds if certain
specified conditions are found in the diua structures containing list of krown
measures and relutions on angles. If a goal succeeds, the system carries out an
action called ASSIGN which adds an appropriate entry to the data structure and

- deletes the accomplished goal from the goal strugture, If thc goal fails, 1 new goal”

is created and the old goal is saved. The system tries to .u.(.nmphsh specific goals
first. then retreats to weaker goals that can produce results of possihle use to the ”
stronger gouals that have failed earlier.

As an example. when (GOAL * (MEAS () "NUM)) is evaluated,-each angle
with known measure is examined to see whether it is part of a structure in which
a quantitative relation links the known angle with angle Q. The prucedure used is
a variant of the-MATCH process ‘used in HAM (Anderson & Bower, 1973). If
such a structure were found. the procedure would réturn a structure of the form
(QR O NUM) Where OR is the quantitativé relation found (CONG, COMP,
SUPP, or CIR), and NUM is the numerical value of the known angle found in. the

structure. If the goal succeaded, the system would carry out the action ASSIGN- -

MEAS, creating a data structure in whicl Q would be assigned a measure equal

RIC 147
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to NUM.if the relation found were CONG, or 90 --NUM if QR were COMP, or
180 — NUM if QR were SijP, or 360 — NUM if QR were CIR. In solving the
problem of Fig. 8, the goal of assigning measure fails initially, so the system
takes the action (SETGOAL (?QREL Q 7ANGM).

 Now the goal structure is the following list:

((GOAL * ("QREL Q ?ANGM))(GOAL % (MEAS Q "NUM)))

. Again, the system examines the zmgles with known measure, hoping to create a
structure in which a quantitative relation links angle @ with a known angle. This
goal sccceeds if there is a data structure in which Q i§ linked to a known angle

_through one of the geometric relations (CORR, VERT, ST, .. .) from which a
quantitative relation can be inferred. Again, no such relation is found, so the
system tries to create one, setting up

(GOAL * (?REL Q 2ANGM)).

This goal examines the angles with known measure, testing tHe features of each
one.in relation to @ using the recognition network shown in Fig. 11. This fails,

since P, the only known angle, hus no side that is either identical to a side of Q '

or 4 straight-line extension of a side of Q.
The system hdSl failed in all its attempts to directly link Q with an angle that
has known measure. [t then retreats to the’ following goal:

(GOAL * ((MEAS 7ANG INUM)(NEARER Q ?ANG 7ANGM))).

This goal tries to assign measures to some angle that can be found in the dia-
gram that is nearer angle Q) than some angle whose measure is already known. The
property NEARER is defined on a path consisting of transversals betwecn
parallel lines. The procedure takes P (still the only known angle) and works
through its list of geometric relations until it finds one that it can pair with P
‘and match the features of the paif with.the pattern needed to identify the

relation. In the diagram of Fig. 8, all the geometric relations can be found for )

angles paired with P; presumably the one that is found is the one at the top of
the system’s list of relations. (Note that trying to find an angle fitting a spécific
relation involves activating a terminal node in the recognition network and
testing the pattern -of features connected to that node, rather than working
«down the network from the top. The process is again analogous to the MATCH
process in HAM (Anderson & Bower, 1973). in this case the probe received by
~MATCH is the angle P and a terminal node that names a relation.)

The goal finds angle 4 and identifies the relation (CORR P A4), then returns

the structure (CONG A 30). This leads to assigning measure 30 to angle A in the
list of known angles. Now the system returns to its previous goal (REL Q
7ANGM ), With a new known angle is' the list, a geometric relation with Q might
be found, but it is not. (Note that all the features of corresponding angles are
present except the last one requiring that the angles be on the same side of the
trzmsversal.) This causes the system to recreate the goal ((MEAS ?ANG 7NLU
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M)(NEARER @ ?ANG ?ANGM)), which succeeds through fmdmg (CORR A B)
and returns (CONG B 30); then the system assigns measure 30 to angle B.

Now the system rgturns to its goal (?REL Q ?ANGM) again, and this time it. |
finds a known angle related to Q. the goal now returns (ST Q B) and this
structure is entered in the list of known relations. Now the preceding goal
(?QREL-Q ?7ANGM) is reactivated and it succeeds, returning (SUPP Q B).
Finally, the system returns to the initial goal (MEAS @ ?NUM) and ‘this-
succeeds: the last act is to assign measure. 150 to angle Q. -

The preceding illustrates the process of problem solving. 1 will now present a
brief description of the general features of; the problem- -solving system. At the
highest level, the procedure is a produu‘;on system _that takes a goal as a
¢ondition, and evaluates the goal as an action. Then the outcome of evialuating
the goal becomes part {)f the condition, and an action of creating a data
Lstructure is Ldrru.d out if the goal succeeded; otherwise, a new goal is created. At
this Jevel, the model represents general skills involved in problem solving,
including such strategies as .rying to find a direct link between da.a and
unknowns, and then if that fails working on something more complicated.

The procedures for evaluating goals incorporate knowledge about the rela- -
tional properties ahd propusitions involved in the task domain. Each evaluation
Jprocedure logks at data structures tlnt represent relations among components of
the problem, and determines whether other needed relations can be inferred.
This amounts to a pruductmn system functioning .at the level of specitic -
inferences made during the process of solving a problem. As an example, the
process of cvaluating the goal (QREL X ?- ANGM) and Ahe procedure
(ASSIGNQREL) is equivalent to the following set ofproductlons' »

(GOAL * (?QRELJY 7JANGM))  and  (GOAL % (MEAS ¥ °NUM))  and
" (RT YY) »(COMPX Y)~
(STXY) - (SUPP X V).
(CIRCLEX Y) - (CIR X ¥
(VERT X ¥) > (CONG X Y)
(CORR X ¥) > (CONG X Y)
(ALT X V'Y -~ (CONG X V)
(INTSAM X ¥) - (SUPP X ¥). ' o,

That is, when the goal structure is as shown in the first line, and the data
structure contains the element on the left of one of the other lines, then the
clement on the right of that.line ¢an be created. ’ '

Pattern Recognition and Constructions

In many geometry problems, the material presented does not periiit a solution;
the problem solver must supply additional lines. An example of such problems
is-in Fig. 14; given that AB is parallel to CD, tind an equation connecting X, Y,

© 150
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FIG. 14 &agram tor a pmhlcm
requiring a construction.

and Z. One solution is obtained by constructing a parallel to' AB through the
vertex of Y, creating angles ¥, and Y,. Then (ALT X Y) > X =Y, and (ALT
ZY,) >4 Yy ving Yy + Y, =X+ Z, and then (CONCAT (Y, Y3)Y)> Y=
Yi+Yso¥=X+4. .

The interesting psychological question is how the problem solver thinks of
making the construction, Onesway for this to happen would be to arrive at the
goal of finding a relation between X and Y, test the features of some relation,
and find a partial match. In fact, one subject solving this problem said, “If there
were a paratlet line here, then X and Y would be equal.”

In order to solve problems requiring constructions, the problem-solving system
should be able to detect partial patterns, and should have productions for
completing patterns by adding new points and lines in the problem. Recognition
of the need for a construction is similar to the understanding of a problem--it
involves matching components in the problem with a stored problem and finding
“a gap or a partial mismatch. The idea sketched here of constructions refated to
subgoals and pattern recognition is quite similar to Gelernter’s (1963) treatment
of the problem, where constructions are developed when subgoals have failed,
and a frequent cause of fajlure has been the absence of a feature that can be put
into the problem with an available construction theorem. The present discussion
has considered only the process of recognizing that a construgtion would be
useful: actual mechanisms for making canstructions have been described by
Scandura. Durnin, and Wulteck (1974). 5

Mearungful Solution Structures

Gestalt psychologists such as Duncker (1945) and Wertheimer (1959) empha-
sized the desirability of teaching students meaningful solutions of problems,
o rather than rote, mechanical forms of solution. The concept of meaningfulness
in problem, solving has generully depended on the intuitions of authors and,
readers. Perliaps some progress can be made toward pinning the concept down
by examining the relational networks that répresent alternative solutions to
problems.
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FIG. 15 Diagram for the pro-
blem of vertical angles. '

.9~

I will discuss one/of the problems that Wertheimer (1959) cdnsidered, the
problem of vertical angles. T will present :maLyses of two solutions that Wer-
theimer presented to illustrate his distinction between meaningful and rote
solutions. These solutions will be compared, and two distinguishable criteria of
meaningfulness will be suggested. '

Figure 15 gives notation for the problem of vertical angles. Given that AB and
€'D are straight lines that intersect at 0, prove thdt X and Y are congruent.

A typical statement of the proof goes as follows: ‘

1. X+ /A40C = 180", since they form a straight angle.

2. Y +/[A0C= 180", for the sume reason as (1.

3. X +LA0C=Y +/[AOC,since they both equal 180°.

3. X=Y,since LAOC can be subtracted from both sides of 3.

*A graph $howing the relations in this proof is shown in Fig. 16.

Wertheimer criticized this proof as being rote and mechanical. His evidence
that students fail to grasp important relations included the observation that
when asked to recall the proof, students often write X + £40C = 180°, Y +
£.BOD = and then become puzzled. : [

An alternative proof that seems to fit Wertheimer’s criterion of meaningfulness
copld be stated as follows: . ’

1. LAOB and ZDOC,are congruent, since they are both straight angles.
2. X and:LAOC form £LDOC by concatenation.

o

FIG.16 Diagram of a solution
of the problem of vertical angles
primarily using algebraic relations,

- »
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3. Yand £A0C form £LA408 by concatenation.
4. X and Y are congruent, because they form congruent angles when they are
concatenated with the same third angle.

A diagram showmg this proof is shown in Fig. 17.

There are two apparent differences between Fig. 16 and Fig. 17. First, Lb 17
is slightly simpler than Fig. 16. Second, Fig. 17 uses only geometric relationsand
properties, while most of the relations in Fig. 16 are algebraic. It scems
reasonable to suppose that both of these properties relate to meaningtulness of a
solution. :

One sense of the concept of mc.dmngtulness involves coherent structure, We
would say that a student has better understanding if all components of a
problem are linked closely with many other components, rather than each
element being connected with only one or two other components. In general,
closer linking will correspond to simpler structure. In Fig. 17, the congruence of
X and Y is derived in one step from the congruence of LHDOC and LAOB,
combined with the concatenations involving X and ¥ with £Z40C. In Fig. 16, the
route to X = ¥ is slightly more circuitous, involving equality of two quantities e
because they both equal 1807, and an algebraic operation on the expressions X +
LAOC and Y +LAQC.

It should be noted that the simplicity of a certain kind of solution is well -
defined only with respect to a fixed set of productions. A simpler structure than
Fig. 16 would apply to a subject who had a production

(Y+A=M) and (Y+A=M)~> (X=Y).

It seems to agree with intuition that a student with a richer set of complex
productions would have a better understariding of problems than a student who
had to work out many sequences of small steps. On the other hand, this shows
that the question of meaningfulness. cannot be decided on grounds of simplicity

~

@ /{;mf f:;ﬁ /A()‘B @
; |

FIG. 17 Duagram ol a solution of
the problem of -vertical angles
using peometric relations,
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in favor of one kind of solution rather than another, since_either can probably
have a complex or a simple version. depending on the complexity of a person’s
knowledge. . '

The second teature distinguishing Figs. 16 and 17 is the extent to which they
use geometric relations, rather than algebraic operations. I think that this may.
have been what Wertheimet had in mind in referring to understanding structural
relations in this problem. rather than applying an algorithm in a way that often
might seem arbitrary in the sense of lacking motivation in the domain of the

. problem. _ :

The distinction can be nmade rigorous if we define two préblem spaces, one
having productions that we call geomgtric, the other having productions that we
call” algebraic. A problem in geonigdry can be solved entirely in the pri)blem,
space of geometry, if an appropriaté set of productions exists there and they are
found and applied. Alternatively, there may be a mapping of some geometric
properties and relations irto the dorhain of algebra. These could be translations
ol properties, or they could involve productions that take geometric properties
as conditions und create algebraic objects as actions. When objects are created
that can satisty the conditions of algebraic productions, then problem solving

et go on in the problem space of algebra. After an appropriate set of produg-
' tions has been applied, a translation back to geometric objects can be’ carried

out, it it is needed. (Strictly speaking, the solution in Fig. 16 issincomplete. A

final step using the proposition, “if two angles have equal measure, they are

congruent,” would finisli the job.)

The distinction between solving a problem in its own problem space and
translating into. another for® purposes of computation probably is subject to
considerable  blurring, especially if we consider the result of experience in
applying productions from one domain to solve problems in another. It seems
likely that any pair of productions of the form 4 = B, 8 - ¢, if used often
enough, would soon lead to the existence of a production 4 - C. By a similar
process of fusion. it seems likely that a student who has applied algebraic
operations many times to geometric gpantities (spatial representations of angles,
areas, and so on) would probably have what amoured to a set of productions
t'«ﬂarlmunipulating geometric quantities, without explicit translation into algebraic
operations. Clearly, the question of meaningfulness of a problem solution is
relative Lo the specific set of productions that a problem solver has available,
whether we consider meaningtiilness as solving in the problem domain or as
pruducing as a solution a well-integrated relational structure.

I have some anecdotal evidence that achievement of the apparently more
'mczmingml solution in fact depends on the student’s having a general production
for manipulating guantities of the form -

(CONCAT (4 B).X) and (CONCAT (4 () ¥~
and (CONG X ¥) -~ (CONG B ().

e —
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One’ subject w1th whom 1 have worked on this problem did not know how to
prove that vertical angles are congruent when we began. I gave the steps of a
proof statitg the two sums that equal 180°, making a single equation, and

~ obtaining the equality by subtracting the same quantity from both sides of the
equation. About two weeks later, I asked the subject whether she remembered
the proof;she did not. Then I gave some different examples involving concatena-
tion of quantities. One example involved weighing suitcases by holding them and
standing on a scale. If two suitcases produce the same weight when they are.
combined with a person, the suitcases must be of equal welght The other
example involved distances from city to cnz given on a map. Ef the distance
from Liverpool to London via Birmingham equats the distance from Birmingham
to Dover via London, then the distance from Liverpool to Birmingham must
equal the distance from London to Dover. With these items of background, the
subject generated the proof of equal vertical angles. Then she solved Wer-
theimer’s transfer problem where the angles shown are overlapping right angles,
and she remembered the proof about vertical angles on two later occasions—one
two days later and the other seven months later.

This anecdote does not provide sufficient evidénce for any definite conclusions
about exact structural relations in the problem of vertical angles. It does
illustrate a use of the theoretical analysis in identifying the cognitive component
needed to solve special problems. In this case, if my analysis is correct, the

" neéded component is a production dealing with combinations of quantity in a
general way, rather than with specific geometric concepts.

N

Canclusion

Geometry represents at least two levels of knowledge that are more complex:
than are involved in the simplé kinds of computation involved in elementary,
" fractions. The recognition network needed to identify relations between angles
involves a eoncept in the form of a procedure for processing stimulus features.
That seems no more complex than the procedures for finding equivalent frac-
tions and other similar operations in elementary arithmetic. However, the
inferences needed to solve problems require a network of p"ropositional knowl-
~ edge corresponding to productions that take properties and relations as condi-
tions and generate new relations as actions. And the system requires general
knowledge of relations between goals, to select propositions in a way that will
lead to solutions'to problems that are presented. ’
The general analysis of problem solving as recognition of partial patterns
provides a framework for analyzing the process of recognizing the need for a
~ construction in a geometric problem. The 'framework also provides a way of
comparing solutions of problems that partially clarifies the troublesome concept
of meaningfulness in problem solving.

r

O
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EXAMPLE 3: AUDITORY PSYCHOPHYSICS

The tasks to be considered in this third section require yet another increase in
the complexity of pcrtornmm.e by a student. Nearly all problems given in high
school mathematics are well-defined problems in the sense that they present a
specific goal and a specific set of premises or data to work from. In many
situations students are asked to produce paragraphs or brief essays as answers to
questions. While many questions require only simple retrieval of factual informa-
tion from memory, -others present ill-defined problems (Reitman, 1965) in
which the student must generate more than a path of operations leading to a
goal, o '

The material that T will consider in this last section is part of the content of
introductory college psychology, and the selection of content for this discussion
15 taken from the introductory text by Lindsay and Norman (1972). I do not
mntend to suggest that the kinds of complex semantic processing that 1 will
discuss “here are confined to college-age adults. The processes are required
whenever a person generates complex substantive material, as in the telling of
stories, and much of that is done by quite young children. Certainly, complex
question answering is expected of students in junior high school and high school
in many of their courses.

Semantic Networks

A structure of concepts and relations can be represented conveniently as a
network, and & majority of investigators use such a representation to chirac-
terize the knowledge required for answering questions (see especially Anderson
& Bower, 1973: Kintsch, 1974: Norman et al., 1975). The notation that 1 will
use here is similar to that of Norman et al. (1975), which also is included in
Lindsay and Norman's (1972) text and is used in Norman’s chapter in this
volume. [ have, lowever, reversed the roles of elements and relations, part}‘y'to
be comsistent with my carlier discussion and partly because some of the discus-
ston of this material is helped by having attention focussed on relations rather
than on concepts as the main components of the structure.

The content of psychophysics includes concepts from physics, biology, and
psychology. Mot of the information given by Lindsay and Norman about the
physics of sound 15 shown in Fig. 18. Most of the relations shown such as ISA,
HAS, and CAUSE have been used:frequently in many discussions of semantic
memory. ISA denotes category membership. HAS denotes a relation of property
attribution, which takes several forms not distinguished here such as having parts
(components of a complex wave) and having units (such as Hert/ for frequency).

The representation of Fig. 18 is, of course, higlly schematic. A complete
description would include many distinctions not made in the diagram, and
would require elucidation of several components. In general, the concepts and
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- \
relations correspond to schemata that can be unpacked if necessary either By a
theorist for more detailed analysis or (in a different sense) by the subject when
“necessary in considering specific aspects of a topic or question. An example is’
the concept of a function, which is a general schema involving a relation of
correspondence between membefs of two or more sets. Thus the node RE-
LATES and the presence of twq variables whose values are connected by the
function are expected as parts of the schema indicated here by the single term
“function.” This kind of conceptual embedding is discussed in more detail by
Norman. Gentner. and Stevéns in Chapter 9 of this volume,
. The dashed lines and diagranmis in Fig. 18 involve concepts whose understand-
ing apparently ihcludes production of a diagram or image. The hypothesis
involved here is similar to that used in the section on fractions, where [
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FIG. 19 Network of propositions for anatomy ot hearing.

ERIC 153

Aruitoxt provided by Eic:




7. COGNITIVE OBJECTIVES 153

presented the idea that.some processing can be mediated by use of a representa-

tion of quantity either in spatial or set-theoretic terms. The us¢ of generative
- processes involving 1magesm3r question answering has been’ noted before,

notably by Jorgenson and Kintsch (1973) and by Norman (1973). Norman’s
discussion is especially pertinent. His example involved generating a floor plan,
and subjects used rules based on general properties of rooms and bu1ldmgs even
when this led to mistakes in the specific task they
Just as many of the nodes in Fig. 18 represent oncepts that are not é’pelled
out in detail, the diagrams presented there only sketch the representation' that
we would hope students acquire regarding sound \waves.. The procedure for
generating the image of a sine wave should be conhected to the concepts of
frequency and amplitude in ways that I have not wotked out in detail, and the’
properties of the various diagrams involving concepts of vibrations, a pressure
wave, and a sinusoidal function all should be related ‘toieach other in definite
" _ways not specified here. Analysis of these cognitive structures would be a task
well within the technical capabilities available at present) although some new
understandmg would probably be achieved by developin c{etmled models here,
as with other domains.
Figure 19 showsa semantic network contdining the main cpncepts of anatomy '
_connected with hearing. This figure seems entirely straightforward; however,
“note that HAS has yet another meaning here ‘(the cochlea is charucterized by
some of its propemes and by some of its parts), and the relation CONNECT TO
refers to rather ‘different kinds of anatomical relations (the: \way in which the
malleus is connec{ed to the incus’is quite differgnt from the ' way hair cells are
‘ connected to neurons).
Figure 20 shows A network of concepts that refer to events that occur when a
sound ‘wave produce\s a neural reaction in the brain. The descriptions of proper-
" ties of neural responses of different kinds are severely abbreviated here, and
good knowledge of these would involve quite an intricate structure of interrela-
tionships.

. An important feature of Fig. 20 is its inclusion of concepts from both Fig. 18
and Fig. 19. The knowledge structure that we expect students to acquire is a
synthesis of all three of these networks. It should be noted also that the
knowledge shown in Fig. 20 should relate strongly to the student’s general
. knowledge about neural processes, as well as general toncepts of anatomy and
. physics.

-i

\

Rrocess of Answering Questions

“Many questions can be answered luy a relatively simple process of retrieving \
ﬂxctvual information that is stored int memory. For example, Fig. 19 contains the "\
answer to the question. “which bone of the middle ear is connected to the ear 1
drum?” A process for retrieving facts from memory has been developed in detail
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FI1G. 20 Network of propositions about events that occur when a sound is heard.
by Anderson and Bower (1973): it involves entering the memory structure at
components mentioned in the question (in this case, middle ear, bone, and ear -
drum) and searching for a match to a specified structure. If a match is found, the
information is retrieved in the form of a propositional structure containing the
answer required. In this example, the matching structure would contain the links
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(ISA malleus bone) (CONNECT-TO malleus cochlea), and the answer would be

“the malleus.”

The process of rumvmg, facts from memory can be seen as a kind of pattern
matchin 17 in Tact, the mechanism proposed in the preceding section for pattern
matching in problem solving was borrowed from Anderson and Bower’s (1973)
discussion of fact retrieval. Somé information resides in memory as a substruc-
ture of a person’s knowledge. A question is asked, and the question contains
components. that matclt components of the stored information. The person
retrieves the pattern, including components that were not in the question, and
the new retrieved components constitute an answer to the question.

Less specitic questions can be asked, and their answers require some selection
and judgment by the person who answers. “What is the basilar membrane?”
could be answered (from Fig. 1), “a membrane in the cochlea, connected to
hair cells,”” or (from Fig. 20). “the thing that has a travelling bulge caused by
pressure waves in the cochlea,” of a number of other possibilities; including a
u)mbnmtmn of the two mentioned above. One thing a student must do is decide
how much information is needed: “tell me about sound waves,” can call for a
brief” paragraph or a 30-page article or a book. Also, the ﬁegree of specificity
requirnd in an answer sometimes is uncertain. In some contexts, the question,

“where is the basilar membrane?” might be answered best with “in the ear,” but
in other contexts, “in the cochlea™ might be more appropriate (cf. Norman,
197.3). Clearly, there are some important prineiples of social psychology operat-
ing in the answering ot most questions, in which the answerer applies assump-
tions about the knowledge structure of the asker in deciding what kind of
information is most relevant to the question. This is understood well by students
who often spnnd some time during examinations trying to judge “what the
instructor wants™ as an answer to a question.

One class of questions used frequmt]y in examinations seems to raise a special
set of theoretical questions. These are questions requiring explanations of
phenomena or relutionships. A relatively simple example is the question;
“expluain how pressure waves in the cochlea prodrice firing of neurons.” To arrive
at an answer, a student should generate a seguence of comporients each involving
a CAUSE relation. A mechanisp like the one described for finding the measure
“of an angle in Fig. 8 would be/suitable. The process might start by setting a goal
ol finding an gvent that cauges firing of neurons, then checking whether that
matched the “pressure wavgs in the' cochlea” taken from the question, and if
not, searching back further/until a path of causal links had been established. As
in the case of problem solving, successful performance depends bdth on having
appropriate knowledge structures and having an appropriate strategy for generat-
ing gouls that drive the pattern matching and search processes needed to obtain
an apswer.

More complicated -processes are needed tor a question such as the folluwmg

“A recording is made of a performance on a pipe organ. When the recording is
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4

played at high volume, a certain pussage sounds uniform in loudness, but when
the volume is decreased. the low and high notes sound much sof'ter than the
notes i the middle range. Explain why this oceurs.” Lindsay and Norman
(1972) present the information needed to answer this question. [t involves the
fact that loudnéss is caused jointly by intensity and frequency; decreasing the
sound level makes a very large decrease in loudness of low and high frequency

e sounds, but a snaller decrease in loudness at medium frequencies.

% The first requirement placed on a student by the question about loudness and
frequency is to comprehend the question. This requires considerable knowledge
in the subject of psychophysics; and use “of that knowledge in a sophisticated
system for construeting an interpretation of the ‘information given in the
question. This is not the place to go into the theory of language understanding in
detail. but recent contributions to that theory (Simon & IHayes, this volume;
Schunk, 19720 Winograd. 1972) make it clear that a mechanism for under-
standing a messuge makes critical use of kngwledge about the meanings of
concepts contained in the message ind relations of those concepts to other
coneepts i the person’s knowledge structure., ’

But beyond comprehension, the student who answers the question must also
have a systemn for generating an answer that provides an e~ ~lanation. One of the
things students need to learn is what counts as an explanation of sorriething,, and
that is definitely nontrivial when the thing to be explained is a complex
functional refationship. We do not have a theory worked out yet to characterize
just what is involved, but it sems probable that the mechanism will involve

-principles ke those used by Abelson (1973) concerning the organization of
heliet systems and by Rumethart (1975) concerning  the organization of
stories. The studeng- must know that an ‘explanation requires certain compo-
nents. Most explinations either relate the explanandum to some general prin-
ciples or describe o mechanism that performs in the way to be explained (I am
not concermned here with the question whether these are fundamentally similar,
or whether “other kinds of answers can be cxpl:ihmiuns as well.). Thus, an
explanation is organized according to rules, and these rules constitute a schema
that must be part of the student’s knowledge.

When a schema for “explanation™ is activated along with a structural descrip-
tion of the relationship to be explained, a search can be conducted for relevant
wlormation i memory. 1 expeet that the explanation given by many people
woukl be mediated by a maph of equak-loudness contours, such as the oné
shown i Fig: 21 A student who knows about the joint dependence of loudness
on frequency and intensity could have that knowledge in the form of a program
for gererating a 2raph showing the relationship. To use the diagram, the student
would need turther procedures for interpreting the ini'ognmtion produced when
the graph was gcllcgaltenl.’ In, this. case, a uniform decrease«in sound level

-edrresponds (o a horizontal line moving from a high level on the graph down-
ward for some distance. Anexplanation ol the relative softening of low and high
frequencies would note that a decrease in sound level passes a greater number of
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contours at low and high frequencies than at medium frequencies, and this
corresponds to a greater decrease in loudness at the extremes than in the middle
range. ‘ *

' . . - v
Conclusion :

e

In this section [ have taken up issues th;(t are at the edge of available theoretical
. concepts in cognitive psychology. The theory of semantic networks is quite well
developed and serves to represent knowleilge structures of the kind we try to
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teach in many expository subjects such as psychology. We test students’ knowl-
edge by asking them questions, and to perform successfully they are réquired to
understand the (uestions and generate appropriats answers. A substantial begin-
ning has been made in the theory of language comprehension, and some
promising suggestions are available regarding generative processes in question

- answering. The availabde fheories do not taKe us as far in this area as do the
available - theories ol problem solving, but enough is understood to permit a
rough sketch of the kinds g-*j' processes that probably are involved.

a
v

o

"* GENERAL CONCLUSIONS
My goal in carrying oe( this work was to explote the applicability of current
coneepts and theories {11 cognitive psychology to topics actually taught in -
classroom instruction, Ihc results have been enconraging. 1 think we can assert
confidently that our stute of knowledge and understanding in cognitive psychol-
ogy has now developed to the point where meamngful contact can be made with
the content of instruction. ’

In this chapter, the concepts and techuiques of wgmtlve psychology have been
applied to analyses of instructional tasks. Task analysis has been a major activity -
of educational” psycholagists for some time, and Resnick’s chapter 3 in this
volume provides a review and discussion of instructional task analysis in relation
to cognitive psychology. 1

Careful attention to components of instructional tasks is potentially helpful in
at least three Wuy"s. First, it aids in the design and evaluation of curriculum _
materiuls. Secondly, it. constitutes usetul knowledge for teahers who have the
task of training students in the skills and understanding that are represented in
the theoretical analyses. Third, it pmlmbly would constitute useful information’
for students who have the task of uqumng the skills and understanding
represented in the analyses., _ .

AG important question is whether task analyses that are more strongly em-
hedded. in genetal psychological theory, as | have attempted to embed the
ilhsstrations developed in this chapter, will be of increased nsefulness in the
-practice of instruction. [t would be pleasant to have strong reasons for a positive
response to that question, but it seems to me that such an evaluation must come
from the potential users of the product not from one who profmscs to offer the
product for nse. A further impediment to enthusiasm now is the fragmentary
nature of the illustrations of detailed task analysis based on cognitive theory. A
more reasonable evaluation may-be possible when we can display a relatively
complete analysis of the” knowledge desired as the outcome of instruction in.
some  subject sueh as fractions or geometry a1 psyclophysics. Perhaps the

~conclusion’can be drawn trony the present work that it is reasonable to under-
take such an analysis using concepts that are currently available in cognitive
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psychology, OF course, we should expect that an eftort to apply current theories
will show some needs tor changing the theories. But we have apparently reached
a state of knowledpe and understanding that provides a reasonable starting basis
for develapment ot mstructional objectives based oni general psychological
theory.
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Impression Formation,
Discrepancy frorm Stereotype,
and Recognition Memory'

‘Ray Hyman

« University of Qregon
g

o

The backgrouna for the research in s chapter includes an’interest in the
“prepured mind” (Hyman, 1961, 1964a). Under what conditions, {or example,
da preconceptions and prior knowledge about a problem interfere with the
restructuring necessary to achieve a solution and under what conditions do they
help? A particular form of this question is concernsd with the role of dis-
crepancy from prototypes in guiding the course of inquiry and contributing to
the growth of knowledge (Brunswik, 1959: Gombrich, 1961: Hyman, 1964b;
Kuhn, 1962; Mischel, 1971),

“The motivation of the current research- program is to find experimental
paradigms to study the operations of schemata and discrepancies from proto-

2 types in science, art, and everyday aftairs. On the one hand, such schemata
contribute to distortions of reality, missed discoveries, resistunce to innovation,
and ogher tendencies to assimilate new input to preconceived viewpoints. On the
:other hand, they are necessary precursors to the recognition of important
problemns, tu the detection of anomalies. and to their own eventual adaptation to,
the disturbing discrepancies. « ‘

Although the experimental paradigm described here is directed primarily to
such practical issues, both the paradigm and the questions it was designed to
smswer overlap with current rescarch m psycholinguistics, verbal memory, and
cognitive psychology. This overlap might be taken as an encouraging sign of a
narrowing gap between issues of how we acquire knowledge in the real world
and-issues being studied by contemporary cognitive psychology. '

The paradigm s based on the impression-formation task used in studies of
person perception (Hastort, Schneider, & Poletka, 19707 Warr & Knupﬁer.

' The e\pcrfmz'n!ul data were collected by Janet Polt and W. Tram Neill, who .also
contributed both to the desten and the analysis of the results,
O ' ' 161
o™y -
ERIC 166

Aruitoxt provided by Eic:




162  HAY HYMAN

1968). In the pmcnt version, the subject is presented with the description of a
hypothetical individual (see Table | tor examnples). The description consists of
the name of the individual. the discipline in which he is currently majoring
CAccounting, Taw. or Soctal Work), and o character shetch written around ten
adjectives vr tuiits. The subject’s task is to read the description, form a coherent
impression ot the individual descnbed, and then circle those adjectives on a
chechlist that approprately describe the individual,

After performing this task with a small number ol sketches, the subject is
unexpectedly tested tor his memory of the actual adjectives used in the descrip-
tion of each hypothetical individual. In the experiment to be reported. the test is
tor recognition memory. Using the same list of adjectives as was employed for
the impression task, the subject now indicates which onds lu. believes were IU the
sketeh of a given individual as well as his rated confidence in the judgment.®

Fhe mde puuh nt variuble in the present experiment is the degree to which the
sketch of u hypothetical individual is_discrepant from the sterotype of the
vitepory tn which he i, assigned. The degree ofa discrepancy is determined
operationally by having o normative sample of jndges rate the similarity of the
wdidual deseribed m cach sl}rlf'h to the stereotype tor cach of the majors. & -

Schemata, Pratotypes, and Stereatypes

We asstime that our subjects pnss(qs\‘('Immua tor the categories cbn%isting of
“Aceounting, Law, and Social Work students.” We view the schema for a given
category a$ a system or set of criteria by means of which the subject can either
generate or recognize mstances that are members of the category. For the
impressien formation task, we further assume that the schema also includes an
wleal, or representative instance of the category--the prototype -which is em-
ployed as a standard against which new instances are compared.

A schenu tor the category-of Law Student, for example, would consist of a
prototype of a typical iw student along with rules and criteria thatspecity the
type and range ol permissible transformations that can be performed on this

* The Hterature on memory indicates that the oftects that we want to explore within this
paradizm will most hkely show upan tree or cued recall ruther than in recagnition memory
et Rintsch, 1970 Nevertheless, we emploved only recognition memory in our initial
expenment. One reason tor this cholee was the hope that we could obtain many more
mtcresting indices of how the discrepaney from stereotype in the dnitial descriptions
cventnally showed up i later recognition, In oar subsequent stadies we plan to ase recall, or
Leombimation ot recall and recegnition,

YThe concept of “schema™ has heen wsed ina variety of wavs and has acquired a varicty
of tonnotations withim the fiebd of pacchology tlor examples see Attacave, 1957h; Bartletts
19320 Evans, 19670 Northway, 1940, Oldtiekl, 1954, Reed, 1973; Woodworth, 1938), In
this chapter only some of these varied connotations are intended. We make no assumptions,
tor example, about how the schemata orizinate nor about the \pulgu mechanisms by which
they operate.
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prototy pe. When a prototype for a given category 1s shared by members of a
subculture. as are the prototypes for the majors ysed in this experiment, then we-
call the prototype a stereorvpe,

Properties of the Impressionr Formation Task

The impression that the subject torms on the basis of a small set of traits,scems
to vorrespond closely to Bartlett's notion of a sehema (Bartlett, 1932). Bartlett’s
use ol the concept of “schema™ las been eriticized as being vague and inconsiss
tent (Northway. 1940; Oldtield & Zangwill, 1942). One problem is that what
Bartlett was pointing to, while real enough, is clusive and hard to describe.
Rather than being a clearly delincated vognitive structure, Bartlett’s schema
seems to be a diffuse, quasi-affective “organized setting” within which the
subject tries to mahe sense of material to be assimilated or to be recalled.

Appatently. the subjects readily form impressions on the basis of a few items
of information abont an individual. Because there is a great deal of inter-and
intra-subject consisteney in the impressions that are formed, social psychologists
attribute an “implicit personality theory™ to their subjects. (Hastort ef al.,
1970). These tmplicit personality theories, in the realni of interpersonal pereep-
tion, seemt to play @ role much like Schank’s (1972) system of coneeptual
dependencies. ‘

What is of interest for the purposés of the present rescarch is the fact that -
subjects fornt coherent wpressions even when given information that is inter-
nally nconsistent A major objectivg of this research program is to study the
ditferential etfects upon memory &f uchieving such colierent impressions of
information that vary in their internal consistency or compatibility. Thus, we
attempt to experimentally manipulate the degree of inconsistency while ensuring
that the suhj"cct will be able to achieve a coherent impression. -

The adjectives chosen by the subject to indicate his impression provide two
kinds of information about his “inferences”™ from the description he is given.
First, they indicate the relative influence-upon the subject’s initial impression of
the assigned major and the character sketeh. Second, they provide a baseline for
subseguent memory of the sketeh. We can evaluate the relative influence upon
meniory of those adjectives contained in the sketch and those used by the
subject in lus mitial impression. i . '

Zangwill (19727 cites some’ studies which demonstrate that what the subject
repraduces in recall depends heavily upon his initial response to the original

A atrer havine condicted thay expenment, we have discovered that suhjcct{ do not selways
torm an nterrated impression e the expermment by Gollin (1954) less than one-fourth of
the subpects attempted to mtegrate or tind o coherent. basis Tor apparently  discrepant
information thout a siven person. The remaining subjects focussed on one aspect of the
information while tenorning the discrepant aspect or inchided both aspects withoat attempt-
inz to recon.ile them.
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7

stipulus. Northway (1940) similarly ;ufgucs that what the subject reproduces in
serial reproduction tasks 1s not the original stimulus but his initial pereeption of
lh;n\ stimulus. And the Russian psychologist, Smirnov (1973) concludes that the
pergeption ot the onginal material proceeds at two levels. Oue is the level of
actual details and. the other is the level of a more abstract impression which we
achieve in our ettort to comprehend the material. This notion is much like that
ot the. schema-with-correction theme as cnmployed by Attneave (1957b) and
Posner and Keele (1968, 1970). The important point is that memory may be
ginded as much, if not more, by the general impression. formed at time of initial
exposure as by actinal content of the stithulus.

5

METHOD

Strmulus Materals

The stimulus nua rads consisted of three personality sketches, each attributed to
a hypothetical indwidual. Bach sketeh was written around a set of ten adjectives
selected on the basis of & normative-study in which 12 judges were presented

Swath a list of ] occupational majors such as Physical Education, Accounting,

Faw, Medicine, Fte. The judges were instructed to imagine the typical graduate
student who would be majoring in cach of these areas. For each such typical
major. the judges went through Anderson’s list of 555 adjectives (Anderson,
1968) and circled each one that they felt to be descriptive of that individual. On
the basis of the agreement among the judges. six nonoverlapping sets of 10
adjectives were selected for fhe construction of six separate sketches. Each
shetelt was written ta fit the stereotype of a particular occupational major. An
attempt was made to employ adjectives that were unique to a single major, that
were not strongly negative on rated likeableness, and for which a reasonable
mumber of equivalent synonyms existed on the list. The three sketches used in
the present study, each patred with the occupational major to whicli it is most
appropriate, are listed in Table 1. '

The perceived similarity of each sketch to each major was measured in a
second normative study employing 53 judges. all of whom were drawn from the
same population as the subjects in the experiment. “The judges formed an
tmpression of the individual described in each of the six sketches. Immediately
after reading each sketch, each judge described his -impression of the target
person by checking the appropriate adjectives on a 200-word checklist. This
200-word checklist Tud been constructed from Anderson’s list of SSS by
elimmating those adjectives that were never or rarely used in the first normative
study. A set 1. defined as the normative impression for a sketch, was derived for
cach sketch from these initial descriptions. Fach adjective that was circled by
6077 or more of the judges was mcluded in the impression set I for that sketch. -

RIC 167




8. MEMORY AND DISCREPANCY FROM STEREOTYPE 165

. TABLE 1
The Snimulus Materials: The Three Pecsonality
Sketches Employed in
This Experimens?

MICHALL DICKER

Michaet Decker s currently doing graduate Gork in Law. During his senior year in high
schbol. Michael Decker's school counSelor wrote the Following dCscrip(i\)n of him based
upon interviews and psy chological tests: '

Michael 1z an ambitions person who often is impulsive and darmg in his thinking and
actions. Being skeptical, he tends to be outspoken in his opinions. He tackles problems in an
aggressive manner, He s both falkative and forceful in his sociad interactions. Although
possessed of a fiery temperament, he is quite sfirewd in hes dealings with others,

ROBIRT CAYWOOD

Rabert ('uy-e,'zmd v currently doing graduate work in Accfiunting. During his senior year
u hiel school, Robert Caywond's school counselor wrote the following description of him
based uponanterviews and psy chological tests:

Robert s basically 1 cautious and thrifty person. ‘His outlook is materialistic and his
classmates probgbly revard hun as pisensizee. In tackling any assignment he is orderly and
thorough. Becanse ‘he is sertons and unassuming, he appears to be socially withdrawn. Both
politteatty and an other ways he s a conformist. :

CANDREW FLEFMING h
Andrew I'leming is curfently doing graduate work in Social Work., During his senior year
in high schoul, Andrew [leming's school counselor wrote the tollowing description of hint
based upon interviews and psychological tests:
Andrew 1s bath a warn and idealistic person. Basically a trusting individual, he is patient
and sympathetic m degling with people. His classiates describe him as generous and

considerate, He 1s genuinely tolerant of dther viewpoints and sineere in his desire to listen, -

Andrew readily agrees that his ogtlook is sentimental.

UEach sheteh i parred wath the occupational major to which it 18 most appropriate in
terms oo pudees’ ratings. The ten key adjegtives are italicized in ecach sketeli they were not
italicized i the actual stimulus materials, -

Next, the pudges directly rated the similarity of the sketch to the typical
graduate student n each ol 10 occupationat majors, The ratings were made on a
7-point scale with “17 indicating “‘very similar” and “7” indicating “very
dissintilar.”” Note that that these ratings provide us with a measure lor our basic

Cindependent vanables the “similurity-tn-st_cfcotype“ for each possible sketch-
major contbiation.

Finally. the 33 judges indicated their impressions of each of the 10 occupa-
tional majors by checking items on the 200-word checklist described above. A
set M, detined as the stércotype for o major, was constructed from those
adjectives endorsed hy nwore than 6077 of the judges for a given major.

From these normative data, the three shetches and the three occupational
majors to he used m the present study were selécted. Table 2 shows the
combinations of the majors and sketches used with each experimental condition

El{lC 1 'If")
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TABLE 2
The Major-Sketch Pairings Used
in, Each of the
Experimental Conditions? N

Sketeh Name

ey . i e e e e e e

Expenimental

condition ( AYWQOD - FLEMING DFECKER
A Ac(:uunling (2.0) Law (4.1) Sovcial )vorl'h(4.8)
> B Soctal work (6.2) Aceounting (5.6) Law (2.2)
\ S Law (3.8) Social work (1.2) Accounting (4.6)

"Ihz. columns indicate the sketeh name and the rows the experimental
condition, Fach cel]l indicates the assigned major for the condition. The
numbers in parentheses are the average ratings of similarity-to- -stercotype for
each major<ketch pairing. The ratings were made by judges on a 7- -point scale
such that “1I7 indicates “very similar®® and “7” indlmtw “very dissimilar.”

.lll)ll}, with the smnldrm to- slcrmtypc ratings for each ma]or—s]\ctch combina-
v
Aion.” : &

The Adjective Check List

The constriction and the composition of the adjective list, which is the constant
N instrument upon which all the ‘impressions and recognition judgments are

mapped, are very important. A new checklist of 91 adjectives was constructed
by selecting items from three sets the character sketeh itself, C: the generalized

impression of the sketch, 11 the stereotype of an oceupation major, M— dppropn-
ate to one of three sketches or the three majors. We attempted to get an even
distribution of adjectives among the subsets formed by the sets C, /, and M and
theie complements. The greatest set overlap is between the stercotype for Social
Worker and the impression tor Fleming (10 of 22 adjectives); the least is
between the stereatype for Law and the impression for Decker (2 of 24

Sldeally, the amrangement of sketches, assigned majors. e perimental conditions, and

Srelative sinnlariy-tostercatype would torm o Greeo-Latin square with cach of these four
Lactors orthogomal to one amother. We could not achieve such complete orthogonality with
the present set ol three sketehes and majors. In tact, out ot the total set of six sketches and
majors. that we started with, we could form only one balanced Greco-Latin sqnare with a
subset ot three. But this subset had undesirable features such as strong overlap between two

“of the sketebies and a very wide range of dmnp.lm) in one condition and practically no
e o diserepaney for another, The selechon cmplu\ul here is consequently a com-
promise. Fhere s confounding between the moderate and extreme levels of discrepancy in
that Law s never pared with the most discrepant case in any. of the three experimental .
groups while Acconnting s pared with the most discrepant case in two of the conditions.
The contrast between the least discrepant case and the other two luel\ of diserepancy,
however, w5 arthogonal to the uthu three factors.
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adjectives). The stereotypes for Law and Accounting share two adjectives out of
a total ot 25 between them. Table 3 may help to clarify what was accomplished
in the two normative studies that supplied the sketches, the majors, and the
checklist for the preseit experiment. '

The checklist was constructed so that a number of comparisons could be made
from subject’s responses. Table 4, for example, illustrates the partition of the
checklist relevant to the analysis of responses to the major-sketch pairing of
(Fleming, Social Worker). Table 4 provides such information as the following:
both Andrew Fleming and the typical major in Social Work are considered to be
kindly and pleasant; Fleming is considered to be good-humored and broad-
minded, but these traits are not part of the stercotype of the Social Worker. On
the other hand, the typical student in Social Work is'described as accessible and
dedicated, adjectives which are not part of the general impression of Fleming.
Also, even though the adjective idealistic is used in the sketch of Fleming, the
majority ol judges did not check it as part of their impression of him. Later we
will add two more cross paritions of the check list for more detailed analyses—
one. includes the list of adjectives included 'in the other two sketches and the
other includes those adjectives actually checked by a subject as descriptive of the
combination (Fleming, Social Worker).

¢

TABLE 3
The Normative Studies and Their Yields

Study 1: 12 judges

Judges describe cach of 11 occupational majors on a 555-word checklist (Anderson,
1968). )

~ Resulis:

() Six nonoverlapping sets of 10 adjectives, each set appropriate to a different one of 6
majors. A character sketeh is written around t.dLh set.
(i) A redueed list of 200 adjectives.

Study 2: 53 judges
Judges

4, Descgibe the 6 sketehes on 200-word checklist.

b. Rate cach sketch for similarity to stereotype of 10 oceupational majors on scale
trom “1" (very similar) to “77 (very dissimilar),

¢, Deseribe cach of the 10 occupational majors on the 200-word checklist,

Results:
i. normative impression set of adjeetives for each sketeh,
ii. rated similarity of each sketch to cach major,
ifl. stereotype set of adjectives tor each major.
From these results. the three sketches and the three majors were selected and the
91-word checklist was constructed. '

o

3
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TABLE 4
The Partition of the Chacklist Relevant to
Analyzing the Resuits for the Pairing
{Fleming, Sociat Work)4

.

orsr . crar I
wlealistic sentimental {emnpty) . patient
’ trusting : sincere
generous sympathetic
- tolerant
wirm
considerale
cnr v cra crar
good-humored kindly accessible accurate
satt-hearted pleasant adaptive analy tical
trustworthy sensitive dedicated  careful
broadminded suciable cautious, ete.
weertul thoughttul
congenial aveeptant
coaperative churitable
emuotional earnest
pentle friendly
hetptul

4 stands for the set of adjectives in the sketch for
Flenung: 7 stands for the set of adjectives in the normative
impression of this sketeh; and M stands for the set of adjec-
tives in the stereotype of Soctal Work. ¢, 7, M* stand for the
complements of these sets,

Subjects.  Fortysseven subjects, taking undergraduate psychology courses, were
ashed to participate in an experiment on impression formation for which they
would be paid $3.00. They were told that the experimental session would take
between 14t 2 hr. , ‘

Procedure. Each subject was given a booklet with detailed instructions. Each
subject conld go through the entire experimental session at his own pace. Total
time varied trom 30 to 90 min. The subject was told that he would be reading
three briet sketches, each describing a different person. He was to form an
mmpression of the person described and thest record which adjectives on the
accompanying lists seemed to fit his overall impression. He was to read a sketch
for as long as T felt necessary. Tle was to think about what the person was like
overall. Onee he telt he had tormed an impiession of the person. he was to turn
the page to the list of adjectives. Without looking back to the sketch, he was to

_read down the list of adjectives. Whencver he encountered a word that seemed to
fit his idea of what the’ person was like. he was to circle it. The subject did this

‘ 17
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- for each of the three sketches in turn. The instructions were repeated prior to
 each sketch.
Upon completing the checklist: for the third sketch. subject came upon the
totlowing instructions:

In the tirst part we ashed you to furm an impression ot a person on the basis of the

" descriptiofn we supplied to-you. At that tune we did not tell you that you were to
remember anything about the deseniption. But in this second part of the experiment, we
are gomy Io ash you to remember as best you can those adjectives that were actually in
the descriptions we supplied to you. We are aware that your ability to recognize that an
adjective was or was not in the sketch of @ given person cannot be done with absolute
certainty.

Detailed instructions about how to employ the 6-point rating scale followed.
For each adjective, subject was to circle *“1” if he was very confident that the
word did appear in the sketch: **2™ it he was reasonably confident that the word
did appear, 37 it he was slightly confident that it did appear; 4" if he was

_slightly confident that the word did not appear, ete. We did not allow a neutral
category on the scale because our preliminary experiments indicated that sub-
jects tend to overuse the middle category.

The subject then turned the page and encountered the list of 91 adjectives
with the rating scales beside cach one. At the very top of the page was the name
and major of the mujorsketch combination that he was trying to remember.
When he completed his ratings for one sketch, he turned the page to a repetition
of the instructions in cuse he needed to refresh his memory for them. He then
turned to the recognition task for the second sketch; Jnd then finally to the last
. sketch,

The expeiiment was conducted in a-large classroom with the subjects seated
such. that all could be monitared by three experimenters who were present
_throughout the session.

o RESULTS

The results are based upon the data trom 44 of the 47 subjects distributed as
follows: 14 in Condition A, 15 in Condition B, and 15 i Condition C (Three
stihjeets Laiked to tollow instructions).

The Impression Formation Task

"F'ignrc I summuuizes the data of how the subjects used the checklist categories
to deseribe thewr unpressions of the sketches. The categories ¢ (the sketch
adjectives), (7 (adjectives in normative impression, but not in sketch) and K
(adjeéctives in the other two sketches) and Base {dll the remaining adjectives)
_were employed because they consisted of-identical adjectives tor a given sketch i
—and all three category assignments. The data are pooled across the three . |
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sketches. The tirst value on the abscissa is the uvufugc similarity-to-major for the
3 cases in which euach sketeh was assigned to its most compatible major; the
second value s the average for the 3 eases in which each sketch was assigned to
ity next most compatible majors-the third point is the average for the 3 cases in
which each sKetch was assigned to its least compatible major, At all three levels
of similarity-to-stereotype, subjects use about 807 of the adjectives that were in
the target person’s sketches to deseribe their impressions. Almost as frequently,
they emplay adjectives that are normative associates ol the sketch (category Cl).
The “haseline” category tends to elicit somewhat more usage than do the
adjectives in the other two sketches, This is partly due to the fact that the
baschine contains adjectives in the stereatype categories and, for each sketch, the
adjectives in the closest or more appropriate stercotypic categary tend to be
employed in the impression task with almost as much frequency as are the
adpectives - the (7 category (approximately 704 as compared with approxi-
mately 7577). . ) ,

Figure | shows that subjects do tend to use the adjectives from the normative
impression in puking their own descriptions of the sketeh. It also seems to indi-
cate that the descriptrons were atfected very little by the degree of discrepancy
from stereotype. Figure 2 shows the tendency to employ adjectives during the
impression formation task that come from the three stereotype categories on

a

100
[

i

—
8ot T

inpression Task

or C ADJECTIVES IN SKETCH
] I NORMATIVE ASSOCIATES OF SKETCH
K ADJECTIVE\S iN OTHER 2 SKETCHES.

Proporton of Adjecrves Selected Duning

[ S—— VU WS L L

! 2 3 4 5 6 7
AVERAGE SIMILARITY TO STEREOTYPE

L

FIG. 1 Propoertion ot adpecnives selected from various categories of the cheeklist during the
improssion-formation task, The sumlarity-tossterengy pe along the bseissa is based on. the
averared normative };mngs for the three sketches at cach of the three evels of relative
discrepancy trom stereotype. The normative ratings are on a scale ranging trom 1, very
similr to the stereatype ot the assigned category. to 7.7 very dissimilar to the stereatype.
Fach point s based on the data from 44 subjeets,
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F1G. 2 Proportion of adjectives selected from the three stereotype categories on the
checklst during the impression formation task. The abscissa has the same mcanln;. as in Fig.
L. The arrows indicate the assigned category.

the checklist..The top line on the graph, for example, shows the tendency to use
adjectives in the most appropriate category (the stereotype which is closest to
‘the sketch) when that category is the assigned one and when it is not. Here it
looks as if the tendency to use adjectives from the appropriate stereotype is
greater when that is also the assigned stereotype. Although this is a reasonable
and expected finding, not too much reliance should be placed upon it because it
is mainly due to one sketch.

With one exception, the tendency to use adjectlves from the various stereotype
categories seems to he determined almost entirely by the similarity of the sketch
to the stercotype rather than by the assignment of the sketch to a major. The
exception is for the intermediate case. In this latter case it does. appear that
assigning a sketch to a nmjor that is moderately discrepant (rather than ex-
tremely discrepant) does result in an enhanced tendency to use adjéctives in this
category to describe the impression. Although this finding of some assimilation’
to the stereotype for the moderately deviant assignment is consistent with our
predictions, the effect is rather small and local (in the sense that it does not seem
to affect other categories of the description).®

#Subsequent analyses of individual adjectives and a replication experiment with-a much
larger sample contirms the Fact that the assignment of a major to a sketeh affects both the
impression and the recognition task. The analysis by large categories of adjectives masks this
effect because many of the adjectives do nout discriminate because they are casily rejected as
* being irrelevant to a particular sketch. ' ’
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The Recogrﬁtion Task

The dependent variable for evaluating the subject’s recognition memory for the
Jdmmex inn the shetches is simply th\u average rating for the various wtegones
of .1d|es.tms

Figure 3 summarizes the basic results on the recognition task. AS in the

* preceding two figures the results are displayed as a function of the average
| stmilarity to thc stereotype. Here too, the srelative dlsucpdm.y bctw;;:n sketch
and assigned m.m)r has little etfect.

Figure 3 displays the recognition ratings broken down by the six ategories.
formed by splitting cach of the three categories € (sketch adjectives), €7, and B
(baseline),into those adjectives used by S in his own description () and those
not used in his own description (). For both the £ and the D) categories, the
subects consistently tend to rate the adjectives that were actually in the sketch
as more likely to have been in the sketch than they do the adjectives in the
nornatve assoctates (7). In Fig. 3 this effect is larger for those adjectives in the
subjects’ descriptions than for those that are not. We do not consider this
interaction “spmficant,” however, because it is due mostly to one sketch and
Jdoesnot exast in the other two.

The normative associates. in turn, tend to be rated as more likely to have been
it the sketch than the adjectives in the base set. This effect is approximately of
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FIG, 3 Recoumition satime as a tuncton o perpe deviation from stefewty pe. The ordinate
ropresents the r.mn' scade which ranged trom 17 very confident that adjective was in the
shereh, throueh 76, very contident that ul;utm was ot the sketeh, Fach point is based
on the dati from 44\”!{\!\
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the same size for both the adjectives used by the subjects in their descriptions of
the sketches and for those not used in their descriptions. Finally, for each of the
three categories, the adjectives actually used in the subjects’ descriptions of their
sketch impressions tend to be consistently rated as more likely to have been in
the sketch than those not used by the subjects in their descriptions. .
Figure 3 suggests, then, that. the. recognition ratings can be explained or
accounted for by three approximately additive main effects. One effect is due to
the adjective actually having been in the sketch; anotfer effect is due to the

_adjective being a member of the irapression of that sketch generated by a group

of judges; the third effect is due to the adjective being one of those actually used

" by the subject in his description cf the immediate impression he formed of*the

sketch-major combination. Our analysis of variances on the three sketches

Jeonfirms this impression. The reader should compare Fig. 3 with Fig. 1 to note
“how closely the recognition data mirror the descriptions made during the

impression formation task.

v

DISCUSSION

This chapter examines one of a contemplate&! series of studies that will explore
the usefulness of the,impression-formation task as a paradigm for investigating
issues related to the restructuring ofsmemory and the acquisition of knowledge.
Two issues of concern in the present experiment are the role of the subject’s
immediate impression upon his subsequent memory for the sketch and the effect
of assigning the sketch to compatible or discrepant mujors. The data suggest that

" neither the subject’s initial impression nor the major to which the hypothetical

individual was assigned have any appreciable affect upon his fecogrition mems-ry
for which adjectives actually were included in the sketch. Instead, two approxi-
mately additive components appear to determine the subject’s tendency to judge
an adjective as having been in the sketch. One component is whether or not the

“adjective actually did occur in the sketch. And the other component is whether

©

_immediate description of the 1mpressxon ureated by the sketch naj

“the adjective belongs to the set of normative adjectives that judges have checked

- The analysis of variance indicate that the subject’s confitlence ratings can/be
accounted for by three additive main effects. One giain eftect results from [the
adjective’s having been in the sketch. The second reédlts from the adjective being
a member of the normative impression set generated by the sketch. The third
main effect is due to whether the adjective was or was not in the subject’s own
bina-

s characteristic of the individual described in the skefch. /

tion. ®

The fack of any mteractxon between the checkhst categofies and Jthe usage of
adjectives in the impression task along with the paralle] out{omes ffom both the
impression and recognition tasks suggests that we have two dent variables

Q - | . ) 17\
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whioh Bottretfect the samw stiectn Hhe ot that one dependent sanable is
shtamed proor toothe other apparently dwcs not have any eftect on the vuteome,

P oo i me the precedmg panastaphs was not intended to
ety wnadigy, Whitle 1t mabkes sensd to view the occurrence ot an adjective in
the stimtalas shetch s Teebine™ anome tement o reeognition memory For that
adecting, n b ich fows sense to treat thernomative vitegory of adjectives
i the ShRtch aupresst et as @ caustl agent, Presunably the adjectives in the
dcth cese the sabrect to eprerate or retrieve a catepory or schema for
Jdewnbme the mndivadual 22 the sketeh. This personal category or impression then
Booemmes thes sauree or camsal agent tor inereasing the subject’s tendency to

thely recormize an adjective s baving been in the sketch. This personal
morewsten s partially conrelated with both the normative impression of the
st and with the subect’s chowee of adjectives m the impression task.

[t as peeabie that the etfect of the subjects immediate impression of the
nehes racht iew oup o recopmtion memory with a longer interval between
Stk presentdtion amd subsequent testing for retention, As mentioned in the
miteadiction G even meare Bikely that suchaan eftect will show up i recall
cether thon res e, The data on metnog for visual torme (Riley, 1962) and
vty attempts to pephaite. ol elaborate Bartlett’s work (Zangwill, 1972)
sedivate that geproduction and recall are heaily mifluenced by the subject’s
initial sesponse too g stenulas but that recognition menory may or may not be a
tarc e ot the ot reaction : 6 . .

The mod snapeatant resnlt is the fact that recognition memory seems to be
stromgdy antlueneed by swo approsiately additive components, Possibly there is

oSl ithuence o the stereoty pe of the .mlgncd major. Future studies will

vstenade b these companents fare over longer intervals of retention and in
trms of other subices of etention, From the wors on pattern recognition (Hyman
& Liont, 1973, Posner & Keele, 190%,1970) and from some of the work on
=emantic memory (Banclay, 19730 Branst wrd, Barcleyv, & Franks, 1972: Brans-
Pond & Franbs, 1971 we would expect that with increasing retention intervals
ITERNT h hevrer memory dowals the mesiory of the specitic adjectives or details of
the detohowondd bl to gero o toa nephgible tevel while the tendency to base
tie meptory upen the general impression will remain stable. The so-called
recotstiiic e’y spects of the memory will then dominate subsequent reten-
o Whether thi Latter resul s seen as a defect or a virtue of membry will
epend dpon the ted ansd the voak set by the eyperimenter, the educator, or the
St I o morestiee te node thar an the patternrecopnition studies it s

-

vaderad o ovartae torespend i terms of a peneralized impression or abstracted

ootk e ent megen s pepra b e e ammpleted aonew stady o which we
The et s show the same pastorn of results

Phoob 00 and s Doty eeite
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image, whereas in recognition—memory performance is scored in terms of ability
to discriminate the actual details from the general impression.

Qur mampulation ot discrepancy trom stereoty pe represents only one of many
possible ways to manipulate discrepancy. Our majors ©Law Student,” “Account-
ing Student,” and “Social-Work Student™ are by no means mutually exclusive.
The set ol adjectives in the stereotype for an Accounting Major include deserip-
tors such as “analytical,” “careful,” “consistent,” “methodica systematic,”
¢te, Almost all of these descriptors seem to deal with work habits and ways of
coping with problems. Not a single adjective in this stereotype list for Accoun-
tant refers to interpersonal relationships. .

The adjectives in the stcrcut) pe for Social Work lndj()r on thc other hand,
include such descriptors as “accessible,” “adaptive,” “acceptant,” “‘charitable,”
“friendly,” “‘helpful,”™ “kindly,” “sensitive,” etc. With practically no rxeeptions
these traits all deal with interpersonal relationships. Thus, there is no incom-
patibility between the stercotypes of the major in Accounting and the major in
Social Work. In thinking of an Accountant major, one does not typically
gonsider his interpersonal relat®onships and ‘vice versa. But there is'no reason
why an individual cannot simultaneously fit the stercotypes of a student in
Accounting and a student in Social Work. Ofie way to create true discrepancy is
to work with mutually exclusive categuriesor to deliberately construct sketches
which contain adjectives that are antonyms of those adjectives that describe a
given stereotype. .

Another related problem with th~ categories we have used is that they are
quite broad i their inclusiveness. ur hypotheses about relative discrepancy -

lﬂ X3

~from stereotype were based on the idea that the category of each of the majors

was bounded in the sense that descriptions of individuals who were quite
different from the stereotype would be viewed by the subjects as definitely not a
member of that category. [t was hoped that the sketches that were intermediate
in similurity to the stereotype wovld be seen as quite different from, the

~ stereotype but still within the permissible bounds of variation front it. Actually,

our categories seem to he relatively unbounded. Although the subjects do seem
to_have coherent and shared ideas of what the typical or prototypical student in
each occupational major is like, they also probably see these categories as
relatively unbounded in that any sort of student can choose to major in any of
these areas. Possibly we would have more clearly bounded categories if we
assigned sketches to the actual occupations rather than to students who are
training tor thacoceupation.

Still another reasoff why the assigned major had little effect upon the impres-

“sion and the récognition tasks might be the fact that the sketches were writien

so as to be internally coherent and coliesive. The sketches generated a consistent
impression of art individual without any help from the assigned nmjor. [t is
possible that the assignment will have a noticeable effect only when.the stimulus

ERIC | 189
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Fovague, ambigueus, of mternadly contradictory (o Branstord & Johnson, 1973
tor rehired evidence) In the stadies of labehng and memory tor visual form
(Radey, 19623 the stonnbis obiects are tpreally ambiguous,

A magor purpose ot thas chapter is toandicate the promiise of the impression-
termation tash as o parwligm tor the expenmental wvestigation of a variety of
questions related to the restnicturing of memory., the acquisition of new infor-
mation, the assinulation of new inputs to existing representations, and the
accommadation of existing representations to it the new inputs, From our
prehnmmary experiments arsl from our experience with the experiment discussed
here, we are encouraged by muny features of this paradigm. For one thing, the
subtects say that they tind the sk meammgtul and quite relevant to their daity

Cactivities. For another thing, individual behavier is surprisingly consistent and

wel predicted tfrom population norms collected on moderately sized samples.
Uany the sanee stimualis matertals and paradigm, we plan to study the effects
ot ather dices of memory such as recall and the effects of longer retention
miervals. Other extensions of this work will involve changiig the manner of
mampalating derepaney flom prototype as well as changing the stimulus
matenials. For example, we plan to make sketches internally ambiguous in the
wnwe that the adjectives” used wili: be diawn from two or more different
storeotypes. The assiznment ol the sheteh to one or the other ol potentially
refevant categortes should result e relutively more emphasis on the relevant
sihset of adpectives both in tornung the smpsssion and in subsequent memory.

ACKNOWLEDGMENTS

A PN TR TR Q:.wur'w! ty the Advanced Research Projects Agency of the Department
o Detane amd wa menetored by the Adr Fogee #1hce of Sclentitic Research under
(B IZRTELIN VIR S5 B U YT Wl NORATRRN'S '

RIC . 138

Aruitoxt provided by Eic:




Comments on Learning
- Schemata and -
Memory Representation

Donald A. Norman
Donald R. Gentner
Albert L. Stevens

University of Cafifornia. San Diego

Consider what happens when a person learns a complex subject matter. By
complex,.we mean something that - takes a. considerable amount of time to
learn time measured in weeks ardd menths, not in hours or dgys. Complex -
topics contain a large structure of information composed of the relevant con-
cepts and processes that make up the topic. A lirge amount of time is necessary
just to dincorporate such a mass of material into a person’s memory structure.
Moreover, sheer rote acquisitton of the concepts is not enough. The material
must be structured in such a way that relevant coneepts can be related properly
to one another. The procedures must be learned well enough that they can be
pertormed when needed, and more important, so that they can be performed
when the situatton is not quite the same as when the concept was learned.

Betore we can make much progress towards the understanding of how com-
plex topics are learned. we need to know about the organization of knowledge
within human memory. We dontend that our relative lack of knowledge about
the learming process s a direct retlection of our relative lack of knowledge about
the structure of human meniory. Things are changing. however. Psychology is
now coming to understand memory structure better. In turn, we are now
Jstarting to get a better understanding of the process of learning,

In this chapter we examine swae current ideas about memory structure and
show their relevance toward the study of learning. We discuss the organization of
basic memory units around frames or schem.:ta and more especially, the way by
which a persun comes to modify these units. The overall result of this endeavor,
to us at least, is both exciting and disappointing. It is exciting because it appears

S
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b show Bow recent workon the study of coonttrve systenss can potentially be of
value to o deeper anderstanding o the problems involved in education. ¢ is
dvappetr ey, beesiee wheno we are Jone, it can be saed that all that hus been
dccompivhed s the statement of old koowdedge and understanding into a new
termmmoloey . Despite all thise we are oprimistic that the new  terminology,
coupled wirth vur nndentanding of cosmtive processes can eventually Tead to a
devper understandim of learmnin,

MPMORY RERRESENTATION

Samar tic Notvrorke

A rmber of workers in the field of fuman memory have recently been
developine il reprosentations for the Anowledge within memory. Most of
b models that we are interested’in here are described as semantic neworks.
Fodlownne the work of Quillian (1968), they are all characterized by a directed,
Libeled o wh oractare, such as those shown it Figs. 1, 2, and 3. We call our
venon of denanitie network an aetive structural network o emphasize that the
representidion is both actise vl passive: 1t can contain general procedures that
can be executed whenever tunctional knowledge must be used (This work is
reported in Nornan, Rumelhart. and the LNR? research group, 1975 from now
o we reter 1o this work as “TNR™)L Although we will base our diseussion on
this work the comments will apply to all semantic network representations.

Basteadly . the semantic network provides a meanys of representing knowledge.
It v anew ool i psyehology, Previonsty. our fornial madels have been abstract: .
1 mathematical learning model, tor example, talks of the probability or the
strength of some assoctation between two elements, but the elements are usually
part of & Lurge-homogeneous set, With semantic networks. we look at the
structure ob very particular itens, .

The Toternal Comporments ot Verbr,

Constder, tor example. how a clild might éome to learn language. In the work of
the INR research group. the meanings of verbs can be decomposed into
atederiving promtive cloments. Thos, some verbs specity only STATIVE com-
poncnty. thersare more complen, specitving CAUSE and CHANGE. When we
say that,

1) Theskier went to the top to the mountain,
there s chanae of locition of the skaer as showain gl 1.
CThe aeremvmn TNR reprosents the pesearch croup at the Taiversity of Caltfornia, San

Drowe ahion b snndred these dssucs The sroap was onwinally tormed and supervised by
Porer Prmdan  Donabd N man, and David Rumelhore hence, TNR.
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v FIG. 1 [Theshper went to the top of the mounban.
o

The figure shows the decamposition of the verh “went™ into its more basic
“underlying components. re., its network structure. Network structures are
compased of nodes and ordered, kibeled relations connecting these nodes. In
Fig. 1./ the ovals represent modes that are token mstances of propositional
structures. the cangular brackets (e.g., skier) represent nodes that are token
instances ot convepts, and the phrases enclosed in quotation marks {e.g.; “*bottom
of mountain’) represent network structures for the concepts described by the
phrases. but which we have not show in detail in the figure in order to maintain ‘
the clarity ot the Jwgram. In the INR active structural network, theve are four
ditfferent types of node structures. two of which are shown in Fig. 1. The
- numbers ot the token propositional nodes have no meaning: they are used solely

to facilitate the discussion of these nodes. v )

Figure 1 can be interpreted in ‘a straightforward manner by starting with node
*1, the oval labeted CHANGE. This indicated that some change of states has
taken place: the tehitions leavin y node *1 describe the states that are involved.
The CHANGE takes place from a stute shown by the node *2: This node says
that its_subject {a skier) was located at the “bottom of mountain™ from some
unknown time to some time not specified (but indicated by the unnamei node
shown as angular brackets)., The result of the change is the state represented by
node *3 the shier i now as locotion ¥ top of mountain.” Notice that the time he
was tocated at the top of the roountain is not specified, except to indicate that it
15 later than the time at which he was no longer at the bottom of the mountain,

A more coniplex verh is one that implies-causality: say “to give.” It we say

(2)  Susctie teak the skas trom Henry,

we mean that Suserte did something that caused the skis to change from
Henry's possession o her possession. We illustrate this sentence with the struc- -
ture shown in Fig, 2. '
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FIG. 2 Suvsette took the skis from Henry.

Note that these structures provide frameworks for subsequent knowledge.
Fach structure 1sa memory schema: 1t allows us to organize the matmdl that we,
learn later.on. Thus, it we Tearn that

(219 She promised to return them by moruing.

»we know that there is an obligation to return ihe skis. From that we can deduce.
that she got them from Henry with his permission, and in fact, we expand the °
tramewaork for the knowledge to something like that shown in Fig. 3. Note that
we add the new knowledge directly to.the framework for the old. Not only did
we have a convenient way of modifying the structure for the previous episode
according to the framework provided by the schema for the first sentence, but

“we have now modified the structure into one that is equivalent to “borrow.”
suzette borrowed the skis. It s easy to see how other statements u)uld have
modified the structure to indicate that

Suzette stole the sKis (no permission was granted)
> * Suseste purchased or rented the skis(she paid money for them)
Suzette wol the skis by askiog Peter to pick them up for hu (expanding the
DO statement).

Developmental Studies

-

¢
The schemata provided by tlus torm of structural analysis turn out to be rather
powertul.. Dedre Gentner (1975) shows how a number of the verbs of possession _
can be analyzed in this way: More important for present purposes, she reports on
experiments which show that a person’s memory of the actual verb used ina

D]
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FIG. 3 In shuded arees: Susotte took the shis from Henry. Vot shaded: She pronsed to
qeturn them by tomaorrow. Joged soryetire Suzette horrowesd the skhis from Henry pronusing
to refurn them the naatday

sentence will vary systematically with the other information provided, much in
the manner of the illustrations we have already provided. o
Gentner has also studied the order in which these structures are learned. If we
look at Fiy. 4 we see the underlying components that she has analyzed for the
structures of the verhs “give. take, buy. sell. spend money. trade.” Gentner
shows. how one can derive an ordering tor the acquisition of the underlying
components, and therefore for the verbs themselves. In fact, she has performed
“the necessary experiments. She szated duldren in front of tables which had two
dolls (Bert and Frnie) and she asked the children to make one doll buy, sell, give
-and take toys from the other. The details are reported in her paper, but the

important aspect s that the developmental sequence of acquisition followed g
the expectations rather nicely. See Frg. 5. You might note that the structures of
o ! o
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FIG. 4 The relattonships among thc concepts underlying the verbs “'give,” “take,” “pay,”

Thuy T el apend money.” The semantic components and the states that permit full

‘understanding of the verbs are represented by the shaded ovals. Age of the acquisition of the
b provecds vertically, Vosigiest aee ab the top. (I rom Gentner, 1975.)

these verbs are reasonubly complex. The time course of the acquisition of the
sverbs follows the theoretical ordering of their complexity. It takes children
approximately 5 years to progress from the state in which they use words like
“give” and “take™ properly to the point where they use the entire set of
possession verbs shown in Fig. 4 properly. The structural network descriptions
for these verbs show why this long time period might be necessary. Children
must learn about a number of different concepts some dealing with social’

o

L - tei ,<




Y. SCHEMATA FOR LEARNING 183

. -
o b
o - i
1 by} T
NS - -
* .
*! -
L
e .
Ry " .
w
N A
T
. & R
. Id
. .
.«
4 F 4
- B
o
+
Q. - F &
1'
A
’ 3
. S
g
S PR SN . PR
" + et A
v g

FIG. 5 Probablity of correct use nt verb versus age of children. (1 rom Gentner, 1975.)

conventions, some dealing with language, and others dealing with the physical
properties of objects and locations. All these concepts must be understood, and
then. for the proper lingmstic labels to be assigned. they must be interrelated in
the manner shown by the network structures. Once the schema for the inter-

~relations is acquired, then the linguistic use can be appropriate to the situation.
Note that the schemata capture the ‘interdependence of nonlinguistic phe-
nomena. Concepts such as OBLIGATION, CAUSE, and DO are not verbal or
linguistiv -concepts: these schemata and the network presentations are not
restrtcted to linguistic concepts.

We could g0 on, but for preseint purpeses it is not necessary. Suffice it to say
that it is possible to demonstrate how similar stnrctural representations can be
tormed for visual scenes (Palmer, 1975 in the LNR volume) and for stories
(Rumethart, 197, )

SCHEMATA .

The Structure ot Schemata

-

A schema provides o framework on which to interrelate ditferent elements of .
information abuut 4 tapic into one conceptual unit. v

A schema consists of statements about the important features of the unit, the
functions af the unit, rules for selection and rules for use.

o 184
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'  Functional s;h,z.mata will often u\nmin 4 conditional statement and sets of
< events that are to be perfofmed according to tllt‘ status of the Londxtlonal
. s[dtl. .

¢ v

o8

The Selection of Schemata \ ) ' )

s\ .
y
\) . . . . . . o .
Schiemata e selected for use aceording to their similanty to the situation,

5 . .
- e

The Modification of Schemata .

=

By relaxmng the restrictions of arguménts of a schema, it is often possible to
apply it to a new situation. We give two examples of this later. A sc’hegpu nust
specity the proper set of conditibns to which it can apply. When 2 Schema is
misapplied, the relevant modification is the imposition of restrictions, so that
the schema well not be misapplied in the future. It is possible to combine a
number of schemata into 51[1;,]\. higher-level schema wlmh cgn then be apphed
Lo a more complex situation, .

In learning by analogy. the student basically selects a schema with an appro-"“
priate organization, even if it is for an inappropriate topic area. If. tlis schema is
already well lurned and easily applicable tofsituations for which it is iormally
appropriate, then it provides a usetul frame for tle undusmrrdmg of the new
topic. By proper instruction, it can be modified to apply to the present
situation. For example, we find it usetul to introduce computers and computer
programs by drawing on the student's knowledge of plays and scripts. ! We explain
that the script is replaced with the concept for a program and the performers
with the computer. This use of old schemata constitutes a powerful way' to.
introduce new miormation about a complex and untamiliar area. i

° 4

Examples ) 4 .

Here we present three examples that demonstrate different aspéets of the
process of learning and teaching., All illustrate the ways by which teacher and’
student use schemata. First, we show that one use of knowledge schemata is to
allow tor intelligent guesses, even when very little is actually known about the
specttic concept under consideration. This point is illustrated in what we call”
[he Mayonngise Problen Second , we show how the prior existehee of schemata
relevant to the topie matter that is being studied can be both ahelp and a
himlrance to the student. We call this The White Sauce Problem. Finally, we
disciss low” 0 person acquires and modifies schemata, basing successive new
smderstandings of the topre being studied on modification of the old schemata-
for that topic. We call this The Jump Problem. The first. two examples are
presented reasonably briefly. for they act more as enjoyable, light examples than
as profound statements of major theoretical substance. The last example, the
Jump Problem is presented in more detail, for although the work presented here

ERIC 189, n
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~mayonnaise is not at all an obvious one. First, no heat is applied. Second, the

.mayonnaise to be made of. They are forced to use the closest schema that they
‘have: one that has some properties in common with mayonnaise. Their responses -
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represents unly the beginning steps in our studies, it does raise issues on*which
we wish to concentrate our attention in future research. !

Example: The mayonnaise problem. The study of ufokinv provides a useful
example of the ditticulty of lcammg, complex subjects, especially the use of
previously acquired schemata. To a nonwok the combination’ of ingredients in

basic components do not match most people’s conceptions of what it should
take to make a smooth, white, creamy substance we know as mayonnaijse. It is .
for this reason that it is interesting to ask naive subjects just what they expect” _ -

give us some insight into how much a person can warp a schema to,a foreign
situation. We claim this use of schemata through analogy is very widespread. In " »
Table I we present protocols collected from two naive subjects who were forced

to specily how to make mayonnaise. : » .

TABLE 1
Protocols for Mayonnaise Problem

By

Protocol of the experitnenter {DANY and CN, an S-year-old feniale
DAN: lHow do you make mayofnaise? )
ON: How you make mayonnaise is you look at a cookbook.
l.)/:.\J OK, but without looking at a cookbook, tin you guess what it is that’s inside of
mayonnaise?
CN: Uh.
DAN: How you would make it? p .
UNG U Butter ultlet me think (5«sec pause) hmm (10-sec pause) whipped cream
very very very fine Iy whipped so it's smooth. That’s probably how y ou make .
it,"just with whipped CTCAIT, VETY Very Very very fine and smoolh : i
DAN: Anything else? - P
CON: Youmight add a little taste to it ’ 7 .
DAN: Taste of what? )
N {H0-sew paused Sort of a vanilla faste.
DAN: Suppose l said that mayonnaise is. ni nlc !mm epss yolk and oil. What would
vou say? . . A
CN: T would say it’s very vuy wrong. . P ’
AN Why" ]
CN - Your can’t just make mavonnatse ont ol egg volks and water | mean and oil.
DAN. Why not?
CN: Because of taste and smoothness and stuft like that,

«

Protocol of the experimenter (DAN) .md( B, an adult male psychnlns:y pm-
< lessor - )

DAN. How would you make something like mayonnaise?
GB: Mayonnaise? tHow dw you make mayonnaise? You can’t make niyonnaise, it ¥
has to be bought in jars. Mayonnaise. Um. You mix whipped cream with, umm
sotne musfird. - S .

3

3
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The nunvoumarse protocols dlustrate that previowsly developed schemata can be
applied to new problems, not aecessarily in approprizte fashion. of conrse. The
determmants of which schemata get applied are the teatures which cémeofrom

_— what s known: n this case. the features of the end result. The problem is that
the refevant properties ot g and ail and their interactions (that they can form a
wihite creamy substance are not part of any stored schema, so the' correct
answer cannot be denved "As the examples illustrate, mayonnaise las properties

_which make 1t Jook more like certain dairy products than the result of mixing
the yolks of epgs witlr o1l -

The point o this exercise 15 simple {perhaps too simple for the space it has
occupied). We believe that this use of old schemata thru analogy is all pervasive
and powerful. Although the sauces derived by our two subjects are not at all
mavonnatse, they are intellipent creations. and they, aré not bad sauces for some
prrposes. Normally . tlis creative use of wn old schema for a novel pur{mse isan
swential ase of the creagive process of discovery,

' Later we return to s issue, We believe that the mayonnaise problem is an
example of “tundteual "‘""Q.‘.”'g"' Here is what we believe is involved:
Lo No knowledge of the components of muyonnaise existed.. ¢
2. 1t is known that mayonnaise Is smootls, creamy ., off-white in color. lts tastc
s known (and it is somewlhat $eftic).
3. General schema,
Blends ot tuods blend their properties. . :
Texture. sour cream or whipped cream yields a color that is too white
and g taste that is not pght,
Correction add yefowsspicy  acidic mustard.
S we lave:
Selection of schen by analugy,
Maodification towards voal,
s s reasonmy by aualogy . T tunctonal teasoning we claim there must be oné
more step. the schema has varabled ity amd any concepts that fultill appro-
priate range restrictions on those variables md) be used in the solution of a-
problen,
5 : S .
Example The winte squee problem.  One important component of the
»oprocess of learnmg andd teachig is that of communication. The teacher has the
6]

T ke s o e puty P oope wdk In g mining bowl with one teispoon of

EH . .
s B demen pees Seeonmes o besdded Gley mustard, salt, white peppery. Then,
while beatre spworanty with aowies winp, ol e addedy drop by diop, unti! the misture is

tuck and creamy Cihout fycup ot Gl More eil s then added moastow steady stream (all
the white hnmu;r srorombon Whan EoU L caps of o fuse been added, mix in a second
Loaspoon obartic e gr v loman pane. - P
.
o : i
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task ot canveying a particular knowledge structure to the student. The learrier
has the taskeot deducing just what structure is intended by the teacher. as well as
the addifional, task ot addiny the new information to his previous knowledge n
such a way that at can be reterred to and used at u fater time. Many of the
problems of learning und teaching can be understood as problems in this
commuication process. Learnmg, however, is unlihe most simple communica-
tions in that the structures to be acquired can be complex, and it is not always
clear pust how they are to tit togethier, Moreover. the differences i the knowl-
edge shared anrong the participants in a learning situation are often considerably
greater than in simple discourse,

In many ways, this aspect of the feammg pmu.xs is actually a'problem. llrst
there 15 the pmbhm ot identitying the appropriate referent- of determining just
what topre s nnder consideration. Second, there is the problem of so specifying
the miomution bemng acquired and incorporating it within the memory struL-
ture that 1t can he recovered when later it is needed.

Social conventions sovern the torm ot the interactions between a teacher and a

stirdent, with certmn well-formed conventions about the nature of the inter-
actions and questions that normally take places A private tutorial allows for
more mteraction than does a seminar In tarn, lectares allow few opportunities
for the communicativé aspect of the learning process to take place.”

One aspect of this communicatory process is that the same teacher may use

quite difterent procedures to teach the same material to two different students.
I our stidies of the tutorial dialogues betweéen beginning students and tutors
andeadvanced students and tutors, the difterence is expository style is clear: the
tutor temds to lecture the beginner: with an advanced student, things dre more
ke a relaxed conversational interchange of information. Books reflect this
dittference. tor the style of the book depends upon the level of the student which
it is addressing. One example readily available comes from a comparison of the
recipes i an-elementary cookbuook with-the recipes of an advanced cookbook.
Thus, one tecipe Tor mayonnaise in a-hook intended for advanced cooks takes
exactly sivosentences (67 wordsy and a hst ol ingredienty: Essentially the very
S reeipe tor a begimuing cook s around 13 times longer; three pages of text
or about 900 \wrda and a Hist ot Im.rcdlum ’

P stk albee oo ncon ot conre s althioneloi some setive the ase of brandune,
»!a-‘n\'hm' moachies fents o simple csoputer assisted anstructions sequences do recover some
ppects ot the vommgniaeion. The recent work by Carbonett (1970, 19711 and Collins,
W. mami‘ Al and \hH' r {975 and Brown, Burton, and Zdybel 11973y e l\mnmuum.l-
fom e oot nded it tron s providine the um;nuu syatem with denlantic netw ork
o Kttern Jndesemgbet the ot meerer arnd adlosame it toointeriet ina tutorial tashion with the
student

The advanced cumpie comes from UMasterpiedes o 1rench Cutane™ by Amunatequi
197 amd the e cdas e svample oo Mastenne the Artod Drench Conking™ by Child,
Bertholle, ird Ke S il96 0 . N ' ’

B °
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One technique we have used to explore the processes of learning and teaching
is that of tutorial instruction, For these tutorial studies we picked the topic of
French cooking  to be exact, the subset of techniques involved in the making of
the family of white sauces. This topic is well suited for our purposes: complex
enough that it constitutes a challenge for the learner; sufficigntly self contained
that one can hope to learn a considerable amount within a reasonable amount of
time. Morcover. it is casy to find well motivated students and teachers. (We
coneentrated the sessions on the coverage provided by Cluld Bt.rtlu)llc. & Becek,
1961, pp. 5493

Suppose you set out to teach someone the family of Irc.m.h white sauces. How
should you present it? How does one get across the entire netwdrk of inter-
related coneepts?

When an advanced cook tutors a beginner. there is a tendency to lecture at
tirst, descnbing the overall family of sauces. Then. when the overview descrip-
tion has been completed, the beginner’s lack of understanding often surfaces,
causing a fumbling, exploratory interaction in which cach tries to understand
what the other is thinking.

Table 2 shows a smull excerpt from such a tutorial. The advanced tutor (T) has
tinished a twenty minute lecture on tlu. white sauces. He concludes by saying;
“and [ think that’s all there is to say.” The sludcnt (S) nas been following,
making appropriate comments along the way But now, unexpectedly, the
student asks a question which indicates that she does not understand the overall
| pattern of sauces. The tutor is disturbed, and there follows a period in which the
tutor tries to straighten out the concepts. This is a portion of that conversation.
|
|
|
|
\
|
\

It slarls with the student altcmptmb to summarize her understanding of the
mlUu.ﬁ

The tutorial shown in lhc table illustrates a problem with reference. If the
student finds a partially correct referent, erross may go undetected. In this ease,
it seems that the student originally had a concept for white sauce (the standard
American white sauce): heat together butter and flour and then add milk. This
fits easily with the new use of the term “white sauce.” But French white sauces
can also be made from tish or chicken stocks without milk or cream. This new
proceduré does not fit the student’s existing memory structures, and a good deal
of confusion ensued until the tutor was able to straighten it out. It was only
when the discrepancy between her previous coneeption of white sauce and the
French coneeption was explicitly mentioned that she began to make sense out of
her lesson. The interesting thing about this tutorial session was that for the first
20 minutes. neither tutor nor student realized that there were any problems., It
came as-somewhat of a shiock to both participants to realize that there were vast
conlusions. and the-entire session fasted for 45 miiutes beyond the point whére

“We thank 1. D usties S, Schane, and T, Widhtman for serding as tutors and tutees,
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Begmmng Student and Advanced Cook Tutondl“

ot white sauces. The tutor again re-
vm\ul the concepts involved in the

. sources. The student tricd tu erm\ )

stodk ins

S: We start out with two ditferent white take. a-smee made with
sirees, v te and Bechamel and stead of milk and cream, and add vgg
: Bechamel is with milk Jdid vou \ny'.‘ “yolks I+ is that ever done?
T Rizht. T+ fThat’s a Parisienne. '
§: | Veloue is with epe ‘"”‘ and cream S: The Parisienne doesn’t have to start .
R $0 1U's richer. } ‘ i - with the veloute.
I: *Uh-'no. Bechamel is with milk, £/ The veloute is- -
velonte-1s with stock. ‘That™s thc basic i ) o
S: Has - cream or milk. .
o difterence . . ) .
s Oh that’s right. We made the veloute T No-no - the Vclu‘u(c is the roux and
it Parisienne., . the stock. .
T Fither the Bechanwel . ., 5 I keep- 1 keep mixing that up. The
g UK. vejoute is stock-and then creani--
.I or the veloute van be a Parisicnne. T: Thie  Bechamel -is  the, milk- base.
S: What American cooks mean when (pause) And from both of those you
they say & White sauce is- Bechamel. can get to Parisienne by adding egg
They mean aroux \uth . _ yolksand cream. o
T Milk. S OK.
S: Mk, i} [,
(At tlm pmnt thc mtur ruvmud the
" (The prohlen here is that the student concepts. The student summarized
contysed frer knowledge of Amerisan thc problnm )
white sance with the related bt dif- T T e
ferent concept of the Frencht 1y S I'm confued because Bechamel is

what 1 originally learned as a white )
saee and o white sauce’is a large
class with all these different kinds of

sauces,
That's right.

S: tlong pause) OK. (long puuxc) Fyou T:

aRoux:, A mixture of flour and butter that serves as a tluckcnlng~ agent. Lightly cooked
(for white sauces), browned to make brown roux.
Stock: Clear or brown hquid, usually made from chicken or fish (white stocks) dr meat
brown stocks).
Bechamel: A basic white sauce mude with roux and milk.
" Veloute: A basic white sanee made with roux and white stogk.
Enrichment: The addition of butter, cream, or egg yolks.
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the tutor llud inte wled to end the session by sayving,
is to say.
This section shows one aspect of the communication between teacher and
“student: the difference between the student’s prior conception of the topic and
the actual one to be learned. This prior couception guides the student into some
erroneous assuniptions, hindering the final acquisition of the concepts. '

v

Example: The jump problem. This last example is the most serious of the
thiee we wish to deseribe. What we want to discuss is -how a student acquires a
schema tor a concept, discovers places where it does not operate in an appro- -
priate fashion, aud then modities the schema. We feel that the most important
cognitive structures that we should study are those that allow the discovery of
the inappropriate uspects and change them. We will say more about this later. -
Alias, we will not be able to say it well or precisely. ‘

I our studies, we took students at the University of California, San Diego who
had no” previous experience with computers and put them in tront of a visual

" (television) display and a typewriter keyboard. They were given a series of
examples in programming in the language FLOW, starting off with some basic
principles. At times, the students were gsked to type a particular program into
the computer and then to predict the result of that program. After the student
had predicted the result of the sumple program, he could have the computer
perfornn the program and observe the result displayed on the sereen in front of
him. At times. we asked the students to write new pr;);rums that would
auompllsh some goal.
~ The computer., kinguage is very simple. For the aspects 1llustr.md in this
chapter, only two principles need to be understood:

“and | think that's all there

All programs consist of” an ordered set ot"mnnnunds (in the examples here,
most programs are only 2 or 3 hines long).
Each line of the program is numbered for easy reterence.

In this section we illustrate some of the problems in duv»lopmb an accurate
schenmu for one of the commands of the fanguage FLOW. We tollow the course
ot one student who is learning to use the-conumand “J_ump to . ...” She has just
previously learned to use the command “Print™ in several different programs,
but no program was tonger than two lines and most contained only a’single use
of the “Print™ command. In this section, we are brimurily concerned with the
examination of -the interagtion between the student’s understanding of the
u)nupts as represented by the schemata that she has developed and’the program
that she is creating. We trace the development of the schema for “Jump to”
through successive stages of experience with different pmgmms that result from
the schema. _ “ ; ’

We start watching the student at the point where she has been asked to type
the following progrant, Program 1, onto the display terminal.

v
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Program 1: 010 Print “Rochelle”
020 Jumpto 010

Experimenter: This program will make the computer repeat the printing of
the word *“Rochelle.” What do you think the output will
look like?

Student:  The computer will print the word “Rochelle” twice.

The answer is consistent with the urdinary sense of the word “repeat.” It is also
consistent with the student’s prior experience, for in previous programs where
there were no Jump statements and where at' most there were two print

. statements, any program that repeated the same printout printed the same word
twice. If we could characterize this student’s schema for the purpose of the
“Jump to” instruction, it probably would loak something like this:

Schema 1: If the instruction is “Jump to #,” then the computer does
instruction number 2.

Now the student was instructed to run Program 1. When she did so, the output
that appeared looked like this:

. RoéhcllcRochcllcRochellcRochelleRochclleRochelleRochelleRochclleRo -

Student: I guess it keeps repeating until someone tells it to stop.

By her comment, the student has clearly learned something miore about the
“Jump” statement. To test what she had learned, we aksed her to enter a new _
program into the computer and to predict its outcome.

Programy 2: 010 Print “Hi” - |
020 Print *Roclielle™
030 Jump to 010

¢ .Experimenter:  What do you think this program :\vill do?
Student: lts first instruction is to print “Hi’ so it will do “Hi,” then
it will (pause) there’s no [space, so it will just go
“HiRochelle™ for the second instruction. And then it will
g0 back- to the first instructiof which was Print “Hi,” so it
will just write “*Hi” until we t¢ll it to stop.

We see from this example that the student has modified Schema | into a new
form, something.like this: .

Schema 20 Do each instruction in order unless the instruction is a2 JUMP-
TO. If the instruction is JUMP-TO #, then continue doing
instruction # until told to stop.

P
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Note that this schema, even though incorrect, is perfectly consistent with
everything the student has seen up to this point. She has derived her notion of
sequential order of execution from earlier programs and has used it here to
predict the first two elements of the output. From Program 1 she has seen that
thie Jump-to in that program caused the instruction to be n.pc.m.d Hence, she
developed Schema 2. : :

~ The test of the student’s schema came when she was asked to run Program 2.
Here is wlmt happened: ‘

‘HiRocheleHiRochelleHiRochelleHiRochelleHiRochelleHiRochelle .

Once again the result was not what was expected. Once ag,am the schema for
“Jump” had to be modified.

. Student: When you say jump to the first instruction, it will go to that and
then I guess it goes to the second one and if there isn’t a second
one it will just keep repeating the first one. Otherwise it will

. repeat both. o

This is a rather complicated and highly conditionalized notion, but it is perfectly
consistent with all examples she has seen. When she was asked to describe how
the computer actually performed Program 2, she provided a correct line by'line
description. Her schema now might be characterized like this:

Schema 3: Do each instruction in order unless the instruction is “Jump to.”
If the instruction is “Jump-to n,” then begin doing instruc-
tions at number £, :

It there are no more 1nstrlu.tlons stop.

Agam we tested her knowledge by asking her to type a specified program and to
predict the result:, :

Program 3: 010 Jump-to-030
' 020 Print “IL”
030 Print “Rochelle”

Student: The computer will go to the third instruction and print
“Rochelle” then to the second and print “Hi”-and then to the
third again and print “Rochelle.”

The actual result is this:
Rochelle

Only the one word is printed, and then the program halts. Why did the student
predict what she did, when according to Schema 3, she should have been uble to
- predict the result properly? Evidently she has other schemata about the opera-
tion of the computer. Many students seem to believe that every statement must

ERIC
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]

be executed at least once, and this schema could apply here. If so, this causes a
conflict with Schema 3, which might possibly be resolved by a reversion to one
of the earlier schemata for “Jump.” Whatever the reason, it was a simple matter
for the student to modify her schema for “Jump.” When she saw that the output
was the single word “Rochelle,” she was readily able to determine why: '

Student: The first instruction tells it to go on to the third and then there is
no instruction to tell it what to do so it stops.

Now, finally, she seems to have a complete and correct schema for the “Jump”
instruction, When given two niore tests, she predicted the results correctly:

Program 4: 010 Print “Hi”
020 Print “Rochelle”
030 Jump-to 020

_The predicted and correct result is:
HiRochelleRochelleRochelleRochelleRochelleRochelleRochelleRochelle . . .

This shows that the student doesn’t believe that each repetition needs to be the
same. ’ o

Program 5: 010 Print “Hi”
820 Jump-to 010
030 Print “Rochelle”

The predicted and correct result is
HiHiH'LHiHiHiHiHiHiHiHiHiHiHiHiH_iHiHiHiHiHiHiHiHiHiHiHiHiHi -
This program shows that she understands that not every line need be followed.
These examples point out the ways in which a student formulates hypotheses *
about the concepts which are being taught, applies those hypotheses, and
modifies them when necessary. Learning appears to be organized aro.und'small,
simple schemata that can be applied to situations wherever deemed appropriate.
Part of the task we must face is to determine how a‘person comes to acquire,
apply, and modify these schemata.

Learning 'by Modification of Existing Schemata

To transform the examples of the use of schemata that we have presented here
into a viablel useful theory of learning, we need to specify with more precision -
just what it is that takes place when a schema is selected, used, and then
~modified. We arc not ready to report much information here, ‘but we can tell
you of some related work that seems relevant.
First, consider what kinds of structure a person needs in order to be able to
modify his schemata. The student needs to be able to compare the results
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. predicted by a given schema with the results that actually occur. Then he needs

to determine the points of mismatch, and then correct that mismatch. Thus, he -
needs a process with some access to the procedures which it is examining and
maoditying. This is no simple feat.

The problem of learning through errors is, of course, a well known one.
Seymour Puapert and his educational group at the Artificial Intelligence Labora-
tories at MIT-have made u big issue of this torm of learning. Debugging, is what
Papert calls it—the process of eliminating the errors or bugs in one’s own
knowledge. The skills of debugging are clearly important ones. Papert believes it
is perhaps even more important to teach a child how to debug his own
knowledge than to teach him the knowledge itself. The implication is that if a
cliild knows how to learn, then he can get the knowledge by himself. We find
that this philosophy strikes a sympathetic chord: Why do we not attempt to
teach some basic cognitive skills such as how to organize one’s knowledge, how

to learn, how‘to solve problems, how to cosrect errors in understanding: these
_ strike us as basic components which ought to be taught along .with the content

matter.

There has been some ‘work in the Massachusetts Institute of Technology
Artificial Intelligence Laboratories on the mechanisms necessary for transform-
ing schemata that were in error into better ones. One of the best known
examples of this work was performed by Winston (1973). Winston showed his
system figures of block structures. The system would develop network represen-
tations for the structures (very similar in form to the structural networks of the
LNR representation). Winston’s system corrects schemata by comparing the
representations for the various objects and noting the differences. The network
gets modified according to' the nature of these differences. In. fact, Winston
shows how the most important aspect of the training sequence is “the near miss:
the appropriate form of deviation from the schema.

Now without exception, everyone we have, ever talked to who iscither in the

- tield of education or in learning gets very angry when we tell them of Winston's

work, “That's nothing very remarkable,” they sputter, “why if" you go look at
any elementary edneation text. or the work of'. . ™" ete. We agree, but disagree.
Winston’s work s not important for the concept of the near miss. What is
important is that he has managed to develop a.formal procedure for representing
certain kinds of knowledge and then {or changing that representation when it is
found not to be appropriate. It is one of the most snplmtlunud examples of a .
fearning program of which we are aware. °

More recently at The Massachusetts Institute of Technology,-Sussman (1972)
and Goldstein (1973) have taken another step closer to the development of
learning procedures. They have managed to develop systems that ¢an correct
programs, find the errors, and modity them appropriately. . ‘

We are still not at the point ‘where psychological models can be developed
around these: formualizations of schemala, and ‘the suggested mechanisms for
moditication, but we believe that we are close.
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SOME GENERAL COMMENTS

Learning involves the- acquisition of new cognitive structures built upon old,

previously acquired structures. Such a statement, by itself, says little that has
‘not been said muny times before. What we believe might be new is some

understanding of the underlying representation of these structures.

The overall structure for a concept matter is not yet known. In this chapter we
have discussed some extremely simple knowledge frameworks: for verbs, for
simple- recipes, and at the level of verbal description, (8r a programming lan-
guage. At this point we wish to speculate upon two or thiree issues relevant to
the acquisition and use of these schemata. First, some comments upon theory.

Second, some comments on what should (or could) be taught. Third, some brief

comments on the problem of communicating thc relevent structures to the
student,

On theory What has been shown here is very incomplete. It certainly is a far

distance away from what we claimed to be interested in: the learning of comples -

topics. We need to specity how we interrelate all the information. We still need a
lot -of work on this problem. We think the important principle is that the

- material is organized around schiemata. There does not seem to be a homoge-

neous network structure. Rather there scems to be well structured means for
organizing the information, and for functional procedural definitions. Moreover,

‘the schemata provide means for applying the structures to new and to unusual

situations.

On what might one teach Two general principles seem upplicublcvi

Introduce the general framework for the material that is to be learned.
Build upon the general knowledge that previously existed.

One different torm of knowledge that we believe to be important is to teach

Tearning skills:

" The student should know how to evaluate and modify his schemata.

“In the examples shiown above, it has been important that existing schemata

could be modified. This is true whenever a schema is inappropriate either
because one simply doesn’t know enough or because one is reasomng by

analogy.

In general, one has to l\now how to understand the.nature of this reasoning

process to be effective at doing it. We :have been impressed with Papert’s
teaching of “debugging skills”--we believe he is correct when he places heavy

emphasis on this. |

Functional reasoning Collms Warnock, Aiello, and Millbr (1975) have

demonstrated some nice cxamples of what they called “tum.monal reasoning

‘reason in which knowledge is deduced from general prmcnplcs The most mtcr- -
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esting cases oceur when the person doing the reasoning is not aware that he
knows any relevant general principles. What in fact happens, we believe, is two

things. First there is something akin to our mayonnaise example: reasoning by

analogy. Second, comes the examination of several examples and a generaliza-

tion. A general principle™can be considered to be one in which theschema has

many of its constant terms replaced with variables (the variables will have

constraints*placed upon the set of concepts which may be used to {ill them).

The process by which one takes specific knowledge about a particular instance
of a concept or of an experience and generalizes it to apply to a larger class of
experiences is one that nceds a good déal of study. One suspects that this
generalization process is at the heart of much of our evervday operations in
which new situations must be dealt with by the experience gained from old ones.
Léarning by analogy, learning by maodification of ¢xisting schemata, the use and
imterpretation of metaphor, and functional reasoning would all appear to be
related examples of this generalization of knowledge. As we gain in our under-
standing of the structures of human memory and in the ways by which the
knowledge structures are acquired, modified. and.used, we will come to enrich
our understanding of learning, of teaching. and of the human use of knowledge.
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INTRODUCTION

4
The task of developing a psychology of instruction is formidable because we
must first understand the nature of knowledge, how it is acquired, under what
conditions it might be taught, and the signs by which its attainment might be
celebrated. Of course, our task would be foredoomed if every area of knowledge
were so distinctive in its requirements on the human mind that completely
different -cognitive processes were invokéd in each case. 1f so, then the most help
educators might realistically expect from. psychologists would be a pluralism of
principles consisting of independent sets of heuristic tricks, especially tailored
for each area of pedagogical focus.

Clearly, the working hypothesis which best serves both psychology and educa-
tion ‘assumes that knowledge-gathering processes of mind are essentially the same
across all disciplines, that any differences will be in detail rather than principle.
Let us then begin by posing the central problem for a cognitive theory of

~instruction in "1 way that presupposes this working hypothesis: what .is the
nature of the gcsgeral cognitive capacity that underlics all knowledge acquisition?
It is to this questi7>n that this chapter is addressed.
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. THE ABSTRACT NATURE OF CONCEPTS
a
A basic characteristic of human intelligence is the ability to formulate abstract
comeptual knowledge about objects and events. Abstract conceptual knowledge
is exemplificd when we can deal appropriately with novel instances of a concept,

‘that is, when our knowledge goes beyond just those instances experienced.

There is abundant evidence that our knowledge of language must be abstract
given the novelty *hat must be dealt with. Indeed, the tole of novel events in
lanouagc has -long been recognized by linguists. Sentences are almost always
novel events. To verify this fact you nced only pick at random a sentence in a
book and then continue through the book until the scntence is repeated. Unless
you have picked a cliché or a thematic sentence, qt is unlikely that the sentence
will reoccur, We readily admit that most sentences are novel, but what about the
clements from which sentences are constructed? These elements must be the
same inorder for us to understand sentences. Further examination, however,
shows that words too are typically novel events. The apparen physical sameness
of words.is an illusion supporlcd by the use of printing presses. If we consider
handwriting, we find a great deal’of variation in the construction ot letters and
words. The novelty of words becomes even more clear when we think of the
same word spoken by different speakers, male and female, child and adult, or by
the same speaker when he is shouting or whispering. Words, like sentences, are
typically novel events. To say that words are novel events may be incorrect in
some instances. We have heard our friends use the same words many times, our
own names being a case in point. The importance of the argument for novelty is
to illustrate that this repetition is not necessary for onr understanding of worlls;
thus our ability to recognize wnrds is not a function of having experienced that
particular physical event befdre.,

Greenburg and Jenkins (1964) demonstrate an even more striking example of
the capacity to deal with novel instances ‘of a class. They, found that English”’
speakers could deal appropriately with novel scquencésaof English phonemes.
Scequences of Phonemes in English are subject to powertul constraints described
by rule structures for syllable and word formation. 1T we randomly sample .
strings of English phonemes we will produce three types of strings: strings which

~are actual English syllables or words: strings which violate the rules for English

syllables and word construction and therefore are not English syllables or words;
and finally, strings which are in accord with English rule structure, but are not

- found in English. Given only consonant—=vowel-consonant (CVC) strings we all

O

reeognize cat as an actual f‘ngllsh word and cah as clearly not an Englisli word.
However, what about the strings il and Iutt? Both of these CVCs are in accord
with English rules ol syllable construgtion. Nib is in fact an agtual English word.
Consequently, Greenberg and Jenkins constructed a measure of distance from
English, based upon the rudes of English syllable construction, which accurately
predicted subjects’ judgments of novel strings of phonemes. The subjects’ judg-
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10. ABSTRACT CONCEPTUAL KNOWLEDGE 199

ments about novel strings of phone".cs were consistent and predxct'lble on the
- basis of lmgulstxc rules for syllable construction in Englxsh _
~ This research clearly demonstrates that the knowledge, on the basis of which
English speakers recognize and construct English syllables and words, is abstract
in the sense that it is not knowledge of -particular physical events, but rather
knowledge about systems of abstract relationships. One’s ability to recognize
sequences of phonemes not experienced before as acceptable or unacceptable
English strings demonstrates kiiowledge of rules of sequencing of phonemes, that
is,- abstract conceptual knowle(lge wluch allows us to recognize and produce
novel events.

But phonemes too are abstract classes bf events which cannot be specified in
-terms of common physical elements. Rescarch in the perceptlon of speech has
shown that the same phonemes are specified by different physical events-in
different contexts and that the same physmal event can specify different pho-
nemes in-different contexts (Fant, 1964; Liberman, Cooper, Shankweiler, &
Studdert-Kennedy, ]967) So, with phonemes too, the basis of recognition is
knowledge of a code or system of relationships, not knowledge of particular
physical elements. As we have scen, breaking language events into smaller and o
smaller elements does not result in a level of analysis based upon partlcular
physical elements. Rather, at cach level we find still another system of abstract
relations which is necessary to specify the nature ‘or me'mmg of particular
physical events.

Similarly, we arc abie to re_cognize a melody played on a piano even though
previously we have only experienced instances of that. melody played on other
instruments, or by an orchestra, or even hummed. To do so, therefore, we must
have an abstract concept of the melody that specifies the isomorphism: cxnisting
among the various instances. Offen we are able to recognize that a painting is
executed in the style of impressionism or by a particular artist, say Cezanne,
even though we have never seen that particular work before. To do so we must |
have an"abstract. concept that specifies the style of the school or artist such that
the instarices, novel ones included, are seen as similar. Thus, therc scems to be
ample reason to conclude that concepts are not necessarily sbased upon knowl-
edge of particular physical events, nor upon physical units, elenicnts or features, .,
_ since instances of many concepts are only abstractly related. :

GENERATIVE CONCEPTS
Due tq their generality, abstract concepts apply to a potentially infinite equiva-
lence class of instances. However, this fact poses a serious problem for a
cognitive theory bent upon explaining how they aresacquired. Since one’s
experience is with but a sample of the entire set of instances to which such
concepts refer, several puzzling questions arise: First, how can experierice with a
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subset ot objects or events lead o knowledge of the whole set to which it
bebongs? There is a problem of explaining how some part of a structure can be
el to the whole structure. Indeed, the claim “that some can, under certain,
circumstanees, be equivilent to all seems to involve a logical contradiction. That
1t does not, fortunately for cognitive theory, can be amply illustrated in many
different areas of conceptual knowledge. In a moment, we will illustrate this fact
from examples drawn trom three distinet tields mathematies, linguistics, and
perceptual psychology.

A seeond erucial question that must be gnswered, given a precise answer to the
fist, concerns the nature of thesubset that can provide the knowledge necessary
to deal with the entire set. Will just any subset of instances do, or must the
subset be a certain size or quality? In other words, how do instanees of a
voteept quahfy as exemplary cases of the coincept? A precise answer to this last
question i quite obvious implications for the selection of effective instruc-
tronal matersal tor teaching concepts. : ‘

Generative concepts in mathematics.  In mathematics the concept of an inti-
nite set provides a structure for whidh it is true that a proper subset,s equal to’
the total set. Cantor proposed this detinition of the infinite when he discovered
that a subset 6f all natural numbers, such as the even'integess, can be placed into
a one-to-one relationship with the total set of integers. But a more relevant case
For our purposes is the pmbTem of pmwdmg a precise description for an infinite

class of objects. By u precise dcscnptmn is meant a {inite-specification ofevery
instance ot the infinite class.

A moment’s reflection suttices to conclude that so- L.lmd nomipal concepts are
Quite madequate tor this purpuse since it is impossible to mtumvdv define an
nifinte class, say by ‘pointing te each clement. Henee the label * mtmlty could
wat he copsistently applied sinte finite enwmeration will not diserimate between
chasses justa little farger than the ostensive count and ones infinitely larger.

For similar reasons so-called artributive concepts of infinite classes are not
possible since the attempt t9 abstract common features from all members of
suvch chisses fails. IF not every member of an infinite class is surveyed by a
process of finite abstraction, then a pofentially intinite nitmber of cases may
exist which fail to exibit the attribute conmumon to the finite -subset actually

“expetienced. Thus, the leaming of concepts that wfer to_classes with a poten-
tally mtimite number of members sueh as trees, people, red stars, cannot be
adequately explamed by a cognitive process involving finite whstraction. The
process of abstraction postulated to explain the acquisition of abstract concepts
nuist work o some other wav, As i mill for abstract knowledge, it must take o
titige set o exemplars as grist for prothucing coneepts of infinite extension.

[Tus probiem has perplexed philosisphers tor many centuries, leading some
crivpanieists amd nominalists to propose that i fuct no concept of an infinite class
s really possible. Their argument was h'xxul upon the belict that since finite
(b \?Vldhm is the meuns by ‘which all u)nupts are formed, then the coneept of
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the infinite must be a negative concept referring only to our ignorance regarding
the exact size of a very large class which had been indeterminately surveyed by
the senses. This belief constitutes a refusal to recognize the creative capacity of
human intellignece and led the empiricists to a theory of knowledge founded
upon associative principles--principles which define knowledge as nothing more
than the association of memoranda of past sense impressions—what Dewey
(1939) rightfully called “dead” ideas because they carnot grow.

Infinite structures can only be represented by finite means if the finite means
are creative, in the sense that a schema exists by which the totality of the
structure can be specified by some appropriate finite part of the structure. Such
a schema by which the whole can be generalized from an appropriate part can be
called a generative principle, while the appropriate part can be called a generat-
ing substructure or just generator for short. That a structural totality can be
specified by a generator plus a set of generative principles can usually be verified
by the principle of mathematical induction.

Consider the problem of how one comes to know the concept of natural
numbers. Two stages seem to be involved: one must first learn the set of
numerals Q; 1, 2,...,9 aswell as asystem of syntactic rules by which they may
be concatenated to form successively ordered pairs (e.g., 10, 11,...,99), triples
(e.g., 100, 101,... 999), etc. The number of numerical strings is, of course,
potentially infinite. Hence the numeral set 0, 1, 2,..., 9 constitutes the
generator which potentially yields all possible well-ordéered numerical. strings
when the appropriate generative rules of the grammar are.applied.

‘The second stage in acquiring the concept of natural numbers entails inter alia,
not only knowledge of the grammar for numerical labels, but knowledge of the
closyre of arithmetic operations by which (@) any number can be shown to be a
logical product of an arithmetic operation applied to a pdir of numberse.g., 1 +
0=1,1+1=2,1+2=3,...,and (b)_ any Ioglcal product of numbers always
yields numbers. ‘

Indeed, it does not-take children long to relize that any combination or
permutation of the members of the generator set (0, 1, 2,...,9) yields avalid
number. For example, is 9701 an instance of the concept of natural number? Of
course, you will recognize it as a valid instance. But how do you know? Have

you ever seen this number before? Does it matter? Unless it is part of an old

_ phone number, address, or some serial number that you have frequently dealt
with, then ou probably have no idea whether it is a familiar or novel instance of
the concept of natural number. Nevertheless, one knows immediately tHat it is
an instance, presumably because ‘one’s knowledge of strings of numerals is as
abstract as that for English sentences.

Generative linguistic knowledge. A similar line of drfvuml:nf can be developed
with respect to the best way to characterize a speaker’s knowledge of his native
language. The problem is: “how do we acquire.the linguistic competence. to
comprehend sentences that have never before been experienced?” For instance,
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it v unlikely that vou have ever experienced the tollowing sentence: the impish
monhey climbed upen the crvstal chandelier, gingerly pecled the crepes from the
cetling, and threw them at the furious chet. This fact, however, in no way
dimunishes your ability o recognize it as a grammatical, it novel, sentence.

Whatever the precise details, it seems clear that the ¢hild acquires generative
knowledge of his language tfrom limited experience with a part of the whole
corpus that is potentrally avatlable. Furthermore, on the basis of this limited
expenience, e is able to extrapolate knowledge about sentences never before
experienced by him. as w@ll.as knowledge about those never before experienced
by anypne.

Presunably . the child's immediate linguistic environnient consisting ot his or
her tamuly and local aspects ot his culture, provides him with a generator set of
exemplary structures from which he educes the gerierative principles by which
all other sentences are known. Cliomshy (1965) has argued that a transforma-
tional grammar provades the operations defining the mapping of the generator
sel of clear case utterances onto the corpus of all utterances: otligr theorists
disagiee. However, no one disputes the fact that the acquisition of language
requares cognitive schemata that are truly generative in nature.

It s also worth noting that during :ml_'uisi(inn specific memory for sentences

experienced seems to play.no necessary role in the process. Several lines of

rescarch support this contention. Sachs (1967} demonstrated that subjects were
unable to recognize syntactic changes in sentences that did not change their
meamng as readily as they were able to detect changes in meaning. This suggests
that people often do not remember the prhu( form of sentences experienced.

Other rescarchiers {e.g.. Blumenthal, 1967; Mehler, 1903; Miller, 1962; Rohrman;.

1968) argue that rather” than the surfuce structure of sentences being remem-
bered. it is the deep structural relations specified by current transtosmational
grammirs  that characterize the abstract conceptual knowledge retained in
memory., )

()“L unportant mxwh( that Lmu"c\ from a study of such cases is that for
senerative coneepts there are no truly novel instances, There are only those
instancey' that wne actual, because they beloug to a generator set, and those that
are potential, because they lie dormant among the remaining totality of in-

stances. Consequently, the only difference between actual. rersus potential |

instances s whether the instance has been made manifest by application of the
generative principle. Once done so, a newborn instance bears no marks of its
recent birth to denate that itis new rather tan old,

It the above reasoning is valid, we are able to formulate our first cmpmml
hy pothess: & people obtain abstract concepts then they will not necessarily be
able to recognize novel instances of the concept as being novel: that is, instances
i the generator set of a concept (i.e., clear-case exemplars) will not always be
distinguishable frum those instances never beforé expericnced.
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In the next section we review some of the rcscuuh ruentlv completed th the
University of Minnesota which lends plausibility to the hypothesis that genera-
tive systems theory provides a precise description of the function of the-
cogtiitive clpacity by wlich we obtain abstract coneepts,

EXPERIMENTé ON GENERATIVE CONCEPTUAL SYSTEMS

- The probletn of how people learn abstract conceptual systems is by no means
new to psychology. Sir Fredric Bartlett (1932), in his classic book Remember-
ing, realized that what people learn must be some kind of an abstraét system or
schema rather than a discursive list of simple instances, Clearly concepts can be
learned from a small set of very special instances, what might be called proto-
types ar exemplars of the concept. Considerable research has shown this to be
the case. However, in doing so some curious results were uncovered. Further-
more, the attempt to characterize precisely the nature of prototypic instances
sufticient for the learning ol a given concept proved more elusive than expected..

Attneave (19570 demonstrated that experience with a prototype facilitated
paired-associate learning involving other instances of the concept. In related
rescarch Posner and Keele (1%8) found that subjcuc were able to classify
correctly novel dot patterns as a result of experience -with classes to patterns
which were abstractly related to the novel instances, d.e., related by statistical
rules rather than by -feature similarity, Later,- Posncrémd Keele (1970) isolated
the following properties of the conceptual svst;ms&vhlch enabled subjects.to
classify novel instances of the classes of dot p‘ltterng. (1) this conceptual system
was abstracted during initial experience with thesclasses of patterns, and (2)
although derived trom experience with patterns, it was not. baséd upon stored
copies of the patterns. One week after the original experience witlr the patterns,
the subjects’ ability to classify the patterns.actually seen earlier had decreased,
while their ability to classify “new” prototypic patterns surprisingly had not.
This result supports Bartlett’s view by strongly suggesting that these “new”
instances were clusitied in terms of a highly integrated system of abstract
relations {a conceptual. system) rather than being mediated at the time of
classification by memory of individual patterns. '

The question then is: “how can a subset of instances of a le% be used to
generate the entire class?™ One avenue that we are investigating is to see what
insight the coneept ot émup gcncrdtnr may give into the generative nature of

conceptual systems: . o

The notion of & group generator can be understood intuitively by caretully
studying the illustrations of the generator and nongenerator sets of stimuli used
in the experiment reported below, page 207. One should notice that the
generator set consists of cards whose relations define the displacements ligures
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undergo when orbiting around the center of the card. that is, when the ordered
sequence of cards spectfies orbiting. On the other hand, the nongenerator set of
stimuli consists of cards that are physically similar to those in the generator set,
diffuring, however, in that nosequence of these cards is sufficient to specify
the orbiting concept. At most they specity a displacement of four figures over
the diagonal gath running from the upper lett to the lower right hand comers of
the card.

In the next section a more formalized account of the group generator notion is
presented. '

The Cbncept of Group Generator

Many examples of the generative property of matliematical groups exist. For
mstance, for each integer a, it is possible to construct a group having exactly n
elements (a group of order 1) by considering 1, e, 4%, 2%, ... .a” = ', 4", where
® =d" =1 and the operation is ordinary algebraic multiplication. Such a group
is called cvelic because the initial element (¢°) is identical to the terminal *
clement (¢"): the symbol « is called a generator of the group, sinée every group
clement is a power ot g, thatis,a X a=a®,aX a®> =a®, ..., aX ad" ' =a" =4°.

The Cinteger) representation of the concept of a group with a generator is but
one application of this abstract system. As another example, consider the
rotatioral (cyclical) symmetry of a square. Let each vertex of the square be
labeled (1. 2, 3, 4)) and represented as the bottom row of a matrix. Then let
each position initially occupied by these vertices be similarly labeled and
represettted in the top row of the same matrix:

positions () (1 2 3 &
. vertices (1) (r 23 4

I

We now define a 907 clockwise rotation of the square as follows:

234y 90 1234
INERY 1123

_ : . . S . T o
The 360 rotation of the square can be similarly represented as four. 90° .

rotations:;
. . -
| o lt _ v : !
L2 3 4\007/1 203 4\IN0 /1 2 3 4\270°/1 2 3 4\360°/1 2 3 4\
(1 :3'4> ’(4 2 3><’<3 4 :)a <: 34 1)4 (1':3 4>;
O
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The configurations [-1V are the group elements representing all the possible
" configurations of.a square that can be generated by a product of 90° rotations.
This can be summarized in tabular form as follows:

X |1 1o
T
IR (VA
oMMV o1
Wl u o

o

From inspection of the table it is clear that I-is the identity element and that
every element has ar inverse, e.g., [l X IV = L III X HI =1, etc. To illustrate the
group operation, (X), by which these products of rotations in the table above
were computed, consider the way in which one proves that the element 1V is the
inverse of element II since their product 11 X 1V yields the identity element [ (a
0° or 360° rotation).

=

I1 v [ '

<‘\2 34\ 23 4>.: 123 4)
41°23)"% <2 34 1 °<1-2 3 4

In general, to multiply one array by another do the following: Replace the value
of the vertex in a given position in the first array with the value of the vertex
found under the position with the corresponding value in the second array. For
instance, in the above -example, Il X IV =1, the products are computed as
follows: V4 in Py of 11 is replaced by ¥V, in P4 of [V; V| in P, of Il is geplaced
by V, m Py of 1V, etc., where . V, and P denote’ the approprlate vertex and
position.

More importantly (for our purposes), the group of rotations for the square has
two generators, namely 1I'and IV. Either of thesg, if multiplied iteratively by
itself, yields all elements of the group. Thus, II? =11, 1% = [V, [I* =1, 115 =1I
and similarly, IV" yields III, II, I, IV, respectively. This generative. property is -
not trivial since neither'I nor I11 are generators of the group; I” =1 since it is the
identity and I11" alternates between I and IIl, never producing Il or IV because
Il is its own inverse. Many other groups have nontrivial generators. A most-
important group is that™of perspectives of solid objects. The fact that, for many
objects, a few perspectives provide sufficient information to specify their total
shape suggests a way in which perceptual systems, like conceptual ones, may be
generative-(Shaw, McIntyre. & Mace, 1974)

O
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The basic strategy for testing the applicability of the group-generator descrip-
tion in explaining generative conceptual systems is to construct acquisition sets
which either are or are not generators specifying the total class ol instances
referred to by the concept. Tlis suggests the tollowing hypothesis:

If the information specified i the group generator acquisition set is
sufficient to allow subjeets to gencrate the entire class, subjects should
then treat novel instanees of the class in a fashion similar to the way they
treat experienced instances of the class. In contrast, the subjects who are
givm.a non-generator acquisition set should treat experienced and new
instances of the class differently.

A Generative Concept Experiment

To investigate the above hypothesis Wilson, Wellman, and Shaw constructed a
~system consisting o four, simple geometric figures (a cross, a heart, a circle, and
a square) orbiting alone through the four corner positions of a square card. This
allows for the construction of sixteen distinet stimuli (i.c., four figures X four
positions = 16 cards). These sixteen cardsprovide the underlying set over which
the concept of orbiting can be defined by an appropriate ordering of the carde.
Morcover, the svstem of” relationships among the cards determined by the
diserete orbiting of the figures, logically specify a group of transformations
(displacements) that is isomorphic with the geometric group of 90° rotations of
the squuare disaissed carlier. By definition twa specific gronps (e.g., the orbiting
and rotation groups denoted above) are abstractly equivalent it some third group
can be found to represent cach. The mumerie arrays, 1=V with the operation X,
constitute such a group. ' ' .
_ The sixteen cavrds which provide the nndulym" set tur the “orbiting™ group
- can be represented by the numeric arrays -1V as follows: fet the top row of the
. array specity ‘the corner positions on a stimulus card while thé bottom row
W speedties the fignres that oceni in those positions. In this fashion, the cohimns of
©2 the arrays TV, reading from lett to right, denote all sixteen cards in the set
undertying the concept of orbiting. I the rotation case, cach mlali(mship,
between dd].lunl arrays specifies the new pmmons assumed by the vertices of
the square as it rotates discretely through 90”1 by contrast, in the orbiting casc,
the “felationship between adjacent arrays now. provic s a stimmary of the new
positions assumed, by cach of the arbiting figures from card to card. In other
words, the vrbiting of a figire can be thonght of as a rotation aronnd an axis -
point ougside ‘the fignre, Hence they have the same gronp multiplication table -
and are abstractly equivalent, ¢ '
The sequence of cards specifying a enerator for the Fo-card set used in the

acquisition phase of the experiment for one gronp of snbuulns shown in Fig. 1.
Notice that the first four cards constitute the columas of array 1 while the
second lmlr cards constitute the columns of array 11.:To sce that these cight
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1 e
a b: ‘
. ‘ ! c .d
FIG. 1 Group generator acquisition set.
' a d

cards qualify as a generator for the total set of cards one need only multiply
them together in the iterative fashion as discussed earlier. By consulting the
- group multiplication table one immediately verifiés that multiplying array I (or
(1V) by itsell a sufficient number of times yields all the arrays, 1-1V, and
therefore, is a generator for the, total set of cards. Also by consulting the table,
one can verify that iterative multiplication of array 111 by itself yields only I and
[H and, therefore, does not qualily as a generator for the group of sixteen cards.

There is a sense, however, in which fisa generator that specifies an abstract
concept; namcly, since the geometric figures occur in all four positions across
cards, il they are treated equivalently; then they do specify the entire set. In
‘order to ‘minimize the degree of abstraction (i.c., generality) of the nongenerator
dcquisition set, eight cards were selected in which the figures occurred in only
two positions, rather than four positions specified by L. This selection guaran-
teed that the nongenerator acquisition set tould not specify the entire concept
‘(set) at any level of abstraction. (Although it does contain the generator for a
system of diagonal relationships.) The cards in this new nongencrator ucquisition
set used in the experiment are shown in Fig. 2.

During recognition both groups were shown the erght cards they had experi- -
enced during acquisition plus the remaining eight novel instances of the system.
Addltxonally, both gioups were shown nine cards which did not f{it the system,
that is, noncasess The noncases were constructed by using mappropnately
colored geometric forms, {orms occurring in the center of -the card, and forms
which were ariented differently on the card than those in the system, for
example, a 45” rotation from the perpendicular. The recognition set, therefore,
consisted of 25 cards, 8 “old” cards, 8 “new” but appropriate cards and 9
“noncases.” Subjects were shown each of the 25 cards one at a time and, asked

5%

FI1G. 2 Nonpenerator acquisition set.,

‘
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[y

to rate each card as “old™ or “new,” ‘that is, as one they had seen during
acquisition.

“As might be expected both groups consistently rated the old items as old and
identified the noncases as new cards, The generator acquisition set subjects rated
old cards as old on 804 of the cases and the noncases as new on 99% of the
cases. . S

The two groups were strikingly different, however, in their judgments of the
new but “appropriate within-the-system™ cards, The ‘“‘nongroup generator”
subjects correctly identitied these new instances as new on more than 90% of the
cases. In marked contrast, the “group generator” subjects rated the new cards as
being old 50% of thé time. That is, their judgments of the new but appropriate
instances were at a chunce level. On 50% of their judgmients, subjects identified
the novel instances of the system as cards which they had experienced during
acquisition, This group could clearly discriminate system from nonsystem cards,
as shown by their rejection of the noncases; but they could not consistently
discriminate experienced instances of the system from novel ones.

Two conclusions can be drawn from these results:

I. During acquisition subjects are acquiring information about the abstract
relations existing between the items in the acquisition set. That is, they are
gaining more information than can be characterized by copies of the individual
cards they experienced.

. The information specified by the group generator is suff"uent to allow/
SlleCLtS to generate the’ entire system, This supports the claim that these
subjects’ knowledge of the system of orbiting cards is indeed generative, /

.
The fact that subjects in the generator group could not cor?sistently dis-
criminate between previously experienced and novel instances of the system,
" strongly suggests that-subjects are acquiring an abstract relational concept which
defines. a class_of events, not simply information about the specific instances
they had experienced. Furthermore, this.result also suggests that these subjects
acquired a knowledge of an event (the orbiting of cards) that is truly generative.
{More about this type of event conception will be said in the next section.)
Assuming that subjects are acquiring abstract relational systems from experi-
ence with the generator acquisition set rather than specific memory of experi-
enced instances$, the question arises as to the effect of more experience with the
acquisition set. Conceptions o memory based upon the abstraction of statlc
features, or copies of the experience events. would predict that more prurlence
with the acquisition set would facilitate subjects’ recognition of new instances of
the system as auuall) new, that is, as not before uxpcncnced If, instead of
storing copies of the z.xpencnud instances or abstracting the common attributes
of the instances, subjects are acquiring information about the abstract relations
among "these instances in the system, more experience with the acquisition set
would not necesarily result in an increased ability to recognize new instances of

/

/

the. system as be g novel. As subjects better acquire the:abstract relational |

=
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system they would be more able to discriminate instances of the system as being
novel. As subjects better acquire the abstract relational system they would be
more able to discriminate instances of the concept from noncases. However, the
novel instances of the system may be more difficult to discriminate as new
" precisely because they are instances of an abstract relational system
* To investigate this possibility, four additional groups were run, two with each
of the two types of acquisition sets: One group experienced the generator
acquisition set twice, and a second group three times, Similarly, a third experi-
enced the nong,enerator acquisition set twice and the fourth group experienced it
three times. Following the acqmsxtlon phase, all groups were tested for recogni-
tion. ’
In the nongener_ator groups, the greater amount of experience’ with the
acquisition set resulted i an increased ability to recognize the new instances of
the system as new. The subjects who experienced the acquisition set three times
were able to recagnize the new instances as new on 100% of the cases. The
nongenerator subjects were able to consistently identify new instances of the
‘concept ds new ar. - one pfesentation of the acquisition set, and the subjects
glVen more experlence with the nongenerator acqmsmon were even more accu-
rate in this discrimination, However, the results obtained with subjects who
experienced the group-generator acquisition set were quite different, Not only
were thesc subjects unable to identify novel instances of the system as new, but
additional experience with the acquisition set decreased the subjects’ ability to
recognize new instances as being new. As stated earlier, the subjects who
experienced the acquisition once accepted the new instances as old 50% of the
time. Subjects who experienced the acquisition set twice before recognition -
.identified the new instances as old on 75% of their judgments, and the subjects
who expericnced the generator acquisition set three times identified the new tut
abpropriute instances of the system as old on over 80% of their judgments. All of
 these subjects continued. to correctly recognize the old mstances as old and
reject the noncases as not before experienced.
These results provide strong evidence that subjects are acquiring information
about an abstract system of relations and not simply information about the
static properties or attributes of the experienced instances. If subjects’ judg-
ments were based solely upon the attributes or static features of the experienced
instances, the subjects would be able to recognize new but appropriate instances
as. being riew and increase experience should enhance this recognition. As we
-have seen the results were not obtained. On the other hand. if subjects are
-acquiring a c'enemuve conceptual system, then, instances which are appropriate
to the system would be rcwgmzcd as familiar. As the abstract conceptual system -
is better learned the subjects’ would be more Jikely to recognize novel instances
- of the systemas belonging to the system and, therefore, identify them as old. 2
It should be noted that these data provide strong support for our hypothesis,
namely, that knowledge of a subset of the instances,of a concept was in fact
tantamount to knowledge of all instances ‘of the concept. When the system was
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* well learned, subjects could not distinguish old from novel instances. Clearly,

. etc.), while the structural.invariaint must be perceptually specified if the subject

"ﬂuwer Brows, Mary smiles, etc.).! A set of instances of an event is not an
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expesience with the group-generator acquisition set was in this case tantamount
to experience with the entire system. i

Finally, it should be noted that in these experiments subjects were not
instructed to find relations between the individual instances, nor were they told
that they would be tested for recognition. Rather, subjects were instructed that
we were studying short-term memory of geometric forms. Their task was to
reproduce, by drawing each card in the appropriate acquisition set after per-
forming an interfering task. In this case, the abstraction of the systematic
relations between instances of the system appears to be automatic in the sense |
that it was not intentional. :

EVENT CONCEPTS AS GENERATIVE KNOWLEDGE

In this su.tlon we present evidence in support of the contention that event
concepts are ‘ahstract in nature and therefore generative.

Shaw, Mdntyrc, and Mace (1974) argue that perceiving the nature of events
involved the .detection of sufficient information to specify their affordance
structure. The term “‘affordance™ is borrowed from James Gibson (1966) and
refers to the invariant perceptual information made available by objectsand events
that specifies how animals and humans might adapt to their environments.

The atfordance structure of events consists of two necessary components: the
transformation over which the event is defined (the transformational invariant)
and the structures which undergo the change wrought by the application of the
transformation (the structural invariant). The transformational invariant must be
perceptually specified in the acquisition set if the dynamic aspects of the event’
are to be identified (e.g., thgt the event is of x running, rolling, growing, smiling,

_of the event is to be identified (e.g., what x'is: John tuns, the ball rolls, the .

‘Pcrhaps a huttu way to danty the difference between ﬁtruutuml and transformatxonal
invariairts is as follows: given that John runs, John walks, John smiles, John loves, the
subJeLt of ali these evemts is John; the subject’s structurc is what is common or invariant
and, hence, is the structural invariant of all the events denoted. On the other hand, rg_ivcn the
following cvents: John runs, Bill runs, Mary runs, Jill runs, then there is no common subject.
All we know is that some object with a minimal structure to support the operation fo run is
involved. The opcration on the minimal structure x is the transformational invariant. But
notc that even here to define "that transformation.presupposes some minimal structural
invariant as its necessary support. A similar argument for the’ necessity of postulating
minimal transformational invariants in order to define structures can also be given. For
these reasons the atfordance structure of events, inclusive of actions and objects, necessarily
requires both structural and transformational invariants for its definition. Since in ecological
science .hereare only affordance structures, that is, animal-environment, or subject—object
relations, the affordance concept is a universal scmantic pnmntwc that deserves carcful study
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exemplary set and, theretore, does not constitute a generator set for the event, if .
it fails to provide perceptual information sufficient to specify both the transfor-
mational and structural invariants. To summarize this hypothesis:

All necessary conditions being satisfied, a person will acquire the concept
of an event when presented with an acquisition’ set of exemplary in-
stances (a generator set) because such a set provides the minimal .per-
ceptual information sufficient to specify the affordance structure of the
wvent.

an

In the experiment discussed in the pr'_cvi'o'iis section we showed how a certain
subset of object configurations qualifiefd" both formally and psychologically as  *
the gencrator set for an event concept, that of an “orbiting™ event defined over ‘
geometric forms. Thus, the group generator description does seem to offer a oo
© viable means of muking explicit the manner in which abstract conceptual
systml\ may be creative.
The ubstract- concept derived from peru.wmg the orbiting of the stimulus \
figures can be analyzed as follows: The géngrator set in the acquisition phase of
the experiment consisted of stimulus C(‘nﬁgurations sufficient to specify a
subgroup of the displacement group, namely; the orbiting group. This set of
stimuli constituted the structural invariant of the event while the group operi-
tion (orbiting) constituted the transformdtional invariant of the event. The
subjects succeeded in obtaining theé.concep( of this event by detecting these two
invariants whieli taken together constitute t‘le affordance structure of the event.”
The orbiting group itself provides a description of the relevant aspects of the
abstract concept aof the event. Thus construed, the perceived meuning of the  «
event is the orbiling group interpreted over the stimulus structures presented.
Consequently, we see no way or reason to avoid the conclusicn that in all event
perception situations the existence of an abstract concept is entailed. Under this
view, the generator for the abstract evesit concept is that set of instances which
conveys sufficient perceptual information to specify both the transformational
and structural invariants defining the event. The meaning of this invariant
* iftformation for the human or animal perceiver is the affordance structure of the
_event, :
" In our opinion, this analysis-argues in favor-of the hypothesis that perception
is a direct apprehension of the meaning of events insofar as £lleir affordance
structure isconcerned. Since abstruct concepts are generatively specified by (i.c., .
abstractly equivalent to) theéir exemplary instances (generator set), their acquisi-
‘tion can also be considered direct, u.qmrmg o augmentation by voluntary
inferential processes. Snmll(lr'y no constructive cognitive process need be pos-
tulated to explain how abstract concepts are built up out of elémentary
constltuents as argued by the British Empiricists since stich elementary con-
'stxtuents play no necessary role in the definition of the concept.
Have we made too much of the apparent success of the generalive systems -
approach in a single_line of experiments? [t is impertant to ask whetler the same
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analysis can be applied to a variety of L‘(erlmLHl‘l] phenomena. We explore llus

“possibility.in the.next section.

Perceiving the Affordance Structure of Elaborate Events

Su fur- we have presented an example involving an »vent whose affordance:
structure ‘can be tormally described by very simple group structures, i.c., orbit-
ing. We would now like to discuss -two complex cvents whose affordance
structures, although more &aborate, still seem amenable to generative systems
theory. A .

The shape of nonrigid obfects. Theories of object perception usually attempt
to explain the perception of objects und patterns which do not change their
shape over time. However, a truly adequate theory must al§o explain the origin

“of concepts of events where object configurations or the shape of objects

undLrgo dynamic change. Shaw and Pittenger (in press) have conducted a series
of experiments designed to ¢xplore this problem The assumption behind the:
tescarch is this:

Shape is considered to be an event-dependent concept rather than an absolute
property of static objects. This is contrary to the traditional view that identifies
shape with the metric-Euclidean property of geometric rigidity under transfor-
mation, that is, the fact that under certain transformations (e.g., displacements)
the distances between points on an object do not change. Unfortunately, this
definition is tow narrow since it tails to apply to a.manifold of natural objects
which remain identifiable in spite of being remodeled to some extent by varlous
‘ nmmund lmnstnrnmlmns (e.g., growth, crosion, pldslu. deformation under.
pressure). ¢

. Biomorphic forms, such as faces, plants. bodies of Jmmals cells, leaves, noses,
incvitably undergo structural remodeling us they grow, although their transforms
retain sutticient structural similarity to be identified. Such forms, like geological
structures under plastic deformation or archacological artifacts under erosion,
are relatively nonrigid under their respective remodeling transformations. Since
the property of geometric rigidity is not preserved by any of these, it cannot
provide the invariant ifformation for their identification. Clearly, then, a new
and more abstract definition of shape must be found upon which to develop a
theory of object perception that is broad enough in scope to encompass all
obsjects- rigid as well as nonrigid ones. Consequently, the following definition
was decided upon: “Shape, as an event-perception concept, is to be formally

‘construed to mean the swm total of ivariant structural properties by wihich an

abject might be identified under a specified set of transformations.

This definition should sound familiar since it is but a restricted version of the
definition of the affordance structure of objects given earlier. But notice, that by
this definition: the geometric rigidity of an object under displacement is but one
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of the many kinds of structural invariants possible. By a careful study of the
perceptual ‘information used to identify human faces at different stages of
grawth-(i.e., age levcls), it was hoped that the gencrallty and fruitfylness of the
event-perception hypothesis might be further tested,

Percejving the shape of fabes as a growth event. Faces, no less than squares or
other shapes arc dynamic events since their atfordance structure (e.g., shape) is
derived from a growth process (the transformattonal invariant) which preserves '

. sufficient structure (structural invariant) to specify the identity of the. face of
the person undergoing the aging transformation (growth), In a similar fashion, .
different people at the same stage of growth, can be perceived as being at the
same age level because growth produces similar effects over different structures
(Pittenger & Shaw, 1975). These common effects constitute the information

_specifying the transformational invariant of the growth process.. Thus, each
‘transformation can be identified by the style of change wrought over various
objects to which it is applied. o g

In addition to empirically discovering the invariant information specifying the

“identity of the structurcs over which an cvent is defined, a problem of equal
‘weight for the event perception hypothcsis is to isolale the invariant information
specifying the transformation by which the dynamic aspect of an event is
defined, Both of these informational invariants must be found in every event
perception experiment if the affordance structure of the eventbeing studied i is,
to be expenmcntally defined. Pittenger and Shaw conducted the fullowing
experiments in an attempt to discover the affordance structure of the growth
event defined over human faces. The biological htemture suggests two classes of
transformations for the specification of the transformation of skuH growth:
strain and shear. A strain is a geometric transformation which, when applied to a
. two-dimensional coordinate space, chdnges the length of the units along one axis
as a tmnsformdtlon of the units along the other axis. For instance,-a strain
transformation can take a square into a rectangle or vice versa. On the other
hdnd, a shear is a geometric transformation” which transforms the -angle of

%m tersection of the coordinate axis, say from a right-angle to something less or
more than a right angle, Such a transformation might take a square into a
rhombus. Consequently, Pittenger and Shaw constructed a set of stimuls by
having a. computer apply different degrees of these two transformations to a
human facial profile, and thensby photographing the computer pletted trans-
forms of the given profile. Three expgriments were run to test the Iypothesis
that the perception of age level is derived from information made avallable by
growth events,

To illustrate the apphcatmn of these l ansformations to faces, we will descrlbe
the production of stimuli for the first experiment. The stimuli were produced by

-applying combmatlons of these transformfations globally to a’'two- dimensional’
Cartesian space in which the proﬂle of a 10-year-old boy had‘been-placed so that

o
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| the origin was at the car hole and the v axis was perpendicular to the Frankfyrt
horizontal (a line drawn tangent to the top orb of the ear hole and the bottom
urh ot the eve socket),

The .ormula used for the shear lruns‘llirm'ltinn ‘in producing the stimuli
expressed in rectangular umrdm wes was V= v, x' = x 0+ tan O, where the tan 0
is the angle of shear and x', 3" are new mordm.ltcs The formula for the strain
transtorm.ltmn used, expressed for convenience in polar coordinates, was 0’ =0,

<= r(l  k sin 0). where r is the radial vector and 0 is the dng,le,‘speufymg
dncctinn from the origin. Here & is a constant determining the parameter value
ot the strain. Thus in producing the stimuli tan # and & ate the values to be
munipulated for varying the amount of shear and strain, respectively. (For a
detaded discussion of this' approach see Shaw & Pittenger, in press.) The
caleulations were performied by computer and the profiles drawn by a computer-
drven platter. ‘

The initral outline profile was transformed by all 35 combinations of seven
levels of stramn (k = -0.25, -0.10, 0, +0.10, +0.25, +0.35, +0.55) and five levels
shear (4 = -15, 57,07, +57, +15%). These transformations are not commuta-
tive. Shear was Jppllcd tirst. The rcsultuu, profiles are shown in Fig. 3.

These shape changes approximate those produced by growth. We liypothesize
that the changes are relevant to perception in two ways; they are a sufficient
strmulus for the'perception of age while at the same time leaving information for

. thie identity ot the face invariant. The reader will note, however, that profiles on
. the extrene ?ﬂ’tm\lnr cach variable are quite distorted. These values were

Shear Luvel ~-Strain Level (k) -~

~ KRNI

25 10 0 10 .25 .35 55

FI1G. 3 [ristormation of a facial profile by shear and strain. B

.
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chosen to test the supernormal stimuli hypothiesis. Supernormal stimuli are
produced by exaggerating some relevant aspects of a stimulus, E thologists claim
that sucl stimuli lead to ex dgg&.l’.ltt.d respogses (Tinbergen, 1951).

Experiment 1

%

To test the effects ot the shape changes induced by: shear and strain the pmfllc
shown in Fig. 1 were presented by slide projector to the subjects in a task
requiring magnitude estimates of age. The subjects were instructed to rate the

_ages of thg profiles by choosing an arbitrary number to represent the age of the

first profile and .mn;,mn; multiples of this numper to represent the age of
succeeding profiles reliitive to the age of the first. Twenty subjects were asked to -
rate the 35 slides resulting from the transformations described above. The results
were straightforward. Using a Monte Carlo technique Pittenger and Shaw found
that 917 of the judgments made by the Subjects agreed with the hypotheses that
the strain transformation produced monotonic- perceived age changes in the
standard profile. On the other hand, using the shear transformation to predict
judgments produced only 067 agreement. Since strain was by far the strongest
variable of age change. we decided to test the sensitivity of subjects to very small
changes in profiles due to this transformation.

Experiment 2

Sensitivity to the shape changes produced by the strain transformation was
assessed in the second experiment by presenting pairs ot profiles produced by
different. levels of the transformation and requiritg subjects to choose the older
profile in cach pair. A series of profiles was produced by applying strain
transformations ranging from & = ~0.25 to +0.55 to a single profile, where & is
the coefficient of strain used m the equation controlling the computer plots.
Eighteen puairs of profiles were chosen; three for each of six levels of difference
in degree of strain. The pairs were presented twice to four groups of ten subjects,
Different random orders were used for cacl presentation and cach group.
Subjects were informed tlmt the study concerned the ability to make fine
discriminations of age and that for each pair they were to chovse the profile
whicly appeared to be older. During the experiment they were not informed
whether or not their responses were correct. By correct response we mean the
choice of the profile with the larger degree of strain as the older. -

Several results were found. An analysis of variance on percentage of errors as a
function of difference in strainshowed a typical psychophysical result- a decline
in accuracy with smaller physical difterences and an increase in sensitivity with
experienice in dhe task. However, two other aspects of the results are more
important for- the question at hand. First, subjects do not mercly discriminate
the pairs consistently but choose the profile with the larger strain as the older
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pietile with greater than chance trequency: in the first presentation the larger
strain was $elected on 83.27% of the trials and the second, on 89.2% of the trials.
In cach presentatien. cach ot the 40 subjects selected: the profile with the larger
k as older on more than 5077 of the trals. In other words, the predicted effect
was obtained m every subject. A sign test showed the change probability of this

last result to be far less than .00 1. Thus, the conclusion of the first experiment is .

confirnted in"a ditterent cxpmmcnt.l! tash. Second, \:l]slthlt\ to the variable
prn\ul to be surprisingly fine.

Experiment 3

A third experiment was designed to determine if a structural invariant existed by
- which individual identity might be perceived as follows, We have all had the
expetience of recognizing someone we know as a child years later when they
Tave grown to maturity. As a preliminary test of preservation of identity under
the strain transtormation. profile views of the external poitions of the bram
“eases of six difterent skulls wers traced from x-ray plmtoumphs and subjected to”
five levels of strun. Five pairs of transformed profiles were selected from each
individual sequence: the degree of strain for members of three pairs differed by
.30 and those of the other two pairs by 45 values of k. A profile of a different

skull was assigned to each of the above pairs which had the same deﬂree of strain |
a one ot the members ot the pair. .Slndus were constructed of the profile triples
such that the two profiles from distinet skulls wlhich had the same level of strain-

appeared in random positions at the bottom. Thirty subjects were presented the
slides and asked to select which of the two profiles at the bottom of the slide
that appeared most similar to the profile at the top. The overall percentage of
errors was low: for the 30 sets of stimuli presented to 30 subjects, the mean
error was less than 17:7, with no subjeet making more than 334 errors. Since no
subject made 5077 or more errors, a sign test on the hypothesis of chance
responding (binomial distribution) hy cach subject yields a probability of far less
than 0.001. Indeed, in anothei set of studies. Pittenger and Shaw also found that
people are uite able to rank order by age photographs of people taken: over
nearly a decade of growth from pre- to post-puberty years. ;

The results ot these three studies provide support for two important hypoths
eses the stnn transtformation due presumably to growth, not only provides the

major source of the relevant perceptual information tor age level, but also leaves
mvariant sulticient perceptual information for the speeification of the individual
identity of the person by the shape of the head alone. :

These experiments also sipport the contention that the pereeived shape of an
object is norsimply the shape of a static, rigid object, but is rather a higher order
striuctiral invariant which remains relatively unchanged by the events (i.c.,
trunst'nxrnmtinnal\‘ invariants) into which such objects may enter. Further dramat-
ic suppurt for this claim is provided by the fact that the idéntity of human faces
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is preserved under elastic transformations as distinctive from growth as artistic

.characterization. The success of political caricaturists rests on their ability to
satirize a political figure by exaggerating distinctive body or facial features

without obscuring the rdentrty of the famous or infamous personage depicted.
Indeed, there is evidence thal such an artistic redition of complex structures
facilitates their indentification (Ryan and Schwartz, 1956). But will the event
perception hypothesis apply equally well to still more elaborate events in which
complex transformatrons are defined over a variety of structures?

Perception of a tea-maklng event. -Recently, at the Center for Research in

Human Learning, Jerry Wald and James Jenkins have been investigating the

generative nature of an claborate event: the act of preparing tea. To study this”’

event 24 photographs were taken depicting the various steps involved in the
preparation of tea. These stimuli were presented to subjects following the same
experimental design used in the “orbiting” event experiment discussed earlier.
Sixteen of these 24 pictures were used as an acquisition set portraying the
tea-making event to subjects. Later, these 16 pictures, plus the remaining 8 from
the original set, were shown to the subjects, who were asked to indicate whether
the picture was new or one which occurred during acquisition. The subjects were
unable to distinguish the new but appropriate pictures of the event from the
pictures they had actually experienced during acquisition. Once again we see
that a partial subset of the possrble instances of an event can specify the entire
event. o

The general results found in this experiment were essentially the same as those
found in the case of the “orbiting”-event experiment reported earfier. Namely, 1t

was again found that subjects were very good at recognizing as new pictures
which were physically similar to those in the acquisition set but inappropriate as
elements in the event. For example, if' a type of movement or direction of
movement inappropriate to,the event portrayed during acquisition was depicted,
subjects classified the picture as new. Clearly, the knowledge which subjects
gained during acquisition was knowledge of an abstract system of relations, that
is, an event, not_knowledge of exact copies of the exemplars specifying the
event. Additional support for the contention that subjects are acquiring a
generative system of relations is provided by the. finding that subjects who were
provided more experience with the acquisition pictures were even more likely to
mistake the novel but appropriate instances for those actually seen.

GENERAL CONCLUSIONS, AND
IMPLICATIONS FOR INSTRUCTION
Eaclt of the event perception e‘(perilnerrtfs discussed is not only amenable to a
generative systems explanation but seems to require it. The range of cvents
surveyed, from srmple everts such as orbiting objects, to more elaborate events
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involving growth of human faces and the preparation of tea, suggests that the’
abitity to formulate abstract coneepts is a basic cognitive capacity underlying
knowledge acquisition. This characterization of knowledge acquisition has sever-
al important implications for a theory of mstruction,

The “most genieral implication concerns liow we should conceptualize the
nature of those situations in which we acerue useful knowledge about our
natural, cultural, social, and professional environments. It the majority of our
experieniees i these areas involve encounters with either novel istances of old
events or fresh instances of new events, then the goals on instruction must go
bevond concern for how particulars may be learned. Rather, the primary goal
should be to train people to exploit more efficiently their cognitive capacity to
assimilate knowledge that is abstract and, therefore, generative. -

Moreover, if adaptive responding to even ordinary events, such as recognizing
faces or nuking tea, entails generative knowledge of abstract relationships, then
this is all the more true for dealing with higher forms of knowledge in such fields
as science, philosoply, mathematics, art, history, or law. Acquisition of knowl-
edge in al' areas is a result of abstraction over well chosen instances of events,
the excmplars which instantiate the generator sets for the concepts involved.
Accepting these conclusions, what potential impact might such a cognitive
theory of knowledge have upon current educational practices? . '

-1 Programs of instruction should primarily consist of lessons in which stu-
dents are furnished with direct experience with those core uonupts of the field.
As we saw i the case of the experiments reported, the abstraction of generative
systems requires tirst-hand experiences with those excmplary instances of a

- coneept that constitute its generator set. However, our educational institutions
typicatly. and sometimes exclusively, use the “lecture™ technique by which
students'ure made passive recipients of the conclusions or implications drawn
from another person’s“experience. where in actuality some version of the
experience itselt would be @ much better form of instruction. Instruction, which
tukes the form of learning facts or principles about some concept X, is not a
substitute (although it may be a useful supplement) for acquiring direct experi-
ence about concept x, even it presented in some analogical or simpler proto-
typical form. This is why some courses of study wisely rely lmvnly upon
laboratory or field experience. lndeed, every classroom’should be a “laboratory™
tor first-hand. 1ather than second-hand experiences.

There is little new in the above observations regarding the preference of active
participation in the learning process over passive reception of matérial to be
learned. What is new, however, is the insight that the generative capacity to
formutate abstract coneepts may be naturally engaged when the student experi-
ences 1 very special subset of exemplars, numely, the generator. Therefore, the
selection of the exemplars of a concept to be taught is a very different affair,
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requiring the joint efforts of cognitive psychologists and instructional experts.

2. Another, related implication of the generative characterization of con-
ceptual knowlz.dﬂe is to offér a new theory of the transfer of training effects so
desirable throughout the educational progress of a student. How do old concepts
facilitate the learning of new ones; and how does new lnformauon become
integrated with existing information?

Since the generative nature of knowledge has not been scen as implying a core
cognitive capacity, both specific and general transfer have been seen as a second-
ary, spin-oft effect of learning specific reactions to specific objects or events. We
have attempted to show throughout this chapter avhy this chatacter